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ABSTRACT

Recent advances in deep learning have yielded new approaches for
music recommendation in the long tail. The new approaches are
based on data related to the music content (i.e. the audio signal) and
context (i.e. other textual information), from which it automatically
obtains a representation in a latent space that is used to generate
the recommendations. The authors of these new approaches have
shown improved accuracies, thus becoming the new state-of-the-art
for music recommendation in the long tail.

One of the drawbacks of these methods is that it is not possible
to understand how the recommendations are generated and what
the different dimensions of the underlying models represent. The
goal of this thesis is to evaluate these models to understand how
good are the results from the user perspective and how successful
the models are to recommend new artists or less-popular music
genres and styles (i.e. the long tail). For example, if a model predicts
the latent representation from the audio but a given genre is not
well represented in the collection, it is not probable that the songs
of this genre are going to be recommended.

First, we will focus on defining a measure that could be used
to assess how successful a model is recommending new artists
or less-popular genres. Then, the state-of-the-art methods will be
evaluated offline to understand how they perform under different
circumstances and new methods will be proposed. Later, using
an online evaluation it will be possible to understand how these
recommendations are perceived by the users.

Increasingly, algorithms are responsible for the music that we
consume, understanding their behavior is fundamental to make
sure they give the opportunity to new artists and music styles. This
work will contribute in this direction, making it possible to give
better recommendations for the users.
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1 INTRODUCTION

There are multiple factors that make music recommendation a com-
plex problem. Many different aspects could be taken into account
when making a recommendation, some could be related to theoret-
ical aspects of the music, others related to ideological connotations
or social aspects. Beyond this, some of these aspects are subjective
or are not possible to quantify, they change in time or depend on
the context in which we measure it.

This is a common problem when we try to define a measure of
similarity in music [28]. One might argue that defining a similarity
is an oversimplification [6] and is not possible to manually select all
the relevant aspects of the music. As an alternative, collaborative
filtering methods generate a recommendation by identifying pat-
terns in what people listen from historical information. Therefore,
is not required to define this similarity by hand but there are other
problems with these methods: since they do not consider any other
information than the interactions between user and items is not
possible to generate recommendations for new items (cold-start
problem) and they tend to follow the distribution of popularity
of the music [18], meaning that the most popular items are more
recommended (long-tail recommendation problem) [7].

Some solutions had been proposed for long-tail and cold-start
recommendation. By combining the best of these solutions we can
create hybrid systems that can reduce the problem but integrating
multiple systems can be complex [32]. With the advances in deep
learning, new methods are able to automatically learn a represen-
tation from the data without the need for manually selecting the
features. New methods had been proposed [24, 36] that try to find
a common representation of the songs that can be generated from
multiple types of information related with the music in a multi-
modal approach (e.g: from the audio of the songs, text extracted
from the web like social networks or Wikipedia, crowdsourced tags
related to songs or other metadata).

Still, these solutions present some issues, e.g: related to the fact
that they work as black-boxes, for example, it is difficult to explain
the results and it is hard to know if the different musical styles
are equally represented. Also, previous works do not show 1) how
robust these methods are to biased datasets 2) if it is possible to
generate recommendations to completely new styles or genres that
are less present in the user-item interactions 3) if it is possible with
these methods to consider temporal aspects of the music trends,
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how users change the musical taste or if it is possible to reduce
filter bubbles with these methods.

The growth of music streaming services in the last years has
increased the importance of music recommender systems, reduc-
ing the choice overload is commonly referred to as one of the
advantages of these systems. But is important to understand the
increasing impact that these systems have in what people listens.
They define which song will be the next hit, how much will an artist
earn or even music genres that get almost zero promotion with
the risk of fall in forgetfulness. This raises some ethical issues that
had been discussed in previous works, Holzapfel et al. [15] raise
the question if a group of artists that are never recommended by a
system can be considered a case of discrimination. As researchers,
we have to think about the implications of the systems we develop
and the importance of assuring every artist a fair chance to reach
the public. In this line of works, lately, some researchers started to
propose methods to address these issues [22, 23].

We expect that all artists in a collection can have the opportu-
nity of being listened to, and then users can decide if they want to
continue or not. Therefore, in this thesis, we consider the music
recommendations as a multistakeholder problem [1] and we pro-
pose to evaluate how successful the current systems considered
state-of-the-art are recommending new and less-popular genres
and styles while at the same time not having a negative impact on
the user’s experience. New approaches will be explored with the
focus of recommending new and underrepresented genres, allow-
ing users to get more diverse recommendations without reducing
user satisfaction in the long-term instead of maximizing the instant
satisfaction.

The remainder of this paper is organized as follows. In Section 2
areview of the related works is presented, in Section 3 the proposed
approach is described. In Section 4 contains a description of the
datasets to be used. Finally, Section 5 gives the conclusions.

2 RELATED WORK
2.1

The problem of recommending music in the long-tail was first raised
by Celma [7] and proposed multiple novel ideas that were followed
later by other researchers. The author proposed metrics to evaluate
a music recommender system taking into account the popularity of
the items [8]. It shows that using a recommender system based on
last.fm! data the results reinforce popular artists and discard less
known music.

There are multiple methods for combining recommender systems
with the goal of maximizing a given metric, which could lead to
increasing the accuracy and diversity at the same time [3, 4, 10].

In offline evaluation, there are multiple metrics that had been
proposed to evaluate recommender systems. For measuring the
accuracy of the system, some metrics are Root Mean Squared Error
or Mean Average Error [27, 32]. These metrics could be used when
we want the system to predict the exact same value rated by the user.
This could be the case of explicit ratings, or if we transform from
the implicit data to a scale that we want to predict. Other systems
instead of predicting the exact value, focus on the ranking between
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Figure 1: Multimodal architecture for cold-start music rec-
ommendation [24].

the items since the user perceives better accurate prediction on the
highly rated items rather than on the lower rated predictions. For
this purpose some metrics from the field of Information Retrieval are
used, for example, Mean Average Precision, Normalized Discounted
Cumulative Gain, Mean Reciprocal Rank or Precision and Recall at
some cut-off [32].

Other works show that novelty and diversity are very important
to give good recommendations and increase user satisfaction [40].
In the same line, Knijnenbur et al. [20] argue that measuring the
algorithmic accuracy is insufficient to analyze the user experience
and propose a framework that can be used as a guideline for the
evaluation of the recommendations from the user perspective. This
framework considers multiple aspects from the algorithms and
the recommendations (objective and subjective) that define how
the user perceives them and makes it possible to analyze the user
experience.

Finally, there are also other metrics used for offline evaluation
to compare multiple recommender systems related to the diversity
or serendipity of the results [2, 16, 29, 32, 37, 38].

2.2 Methods for Recommendation

Given the complexity of the music domain, it is clear that to give
good recommendations in the long-tail or cold-start is important
to have multiple sources of data or formats [24] that can cover
as many aspects as possible from the music. Then, the problem
is how to extract relevant information that can be used for the
recommendations and how to combine it.

In order to make recommendations, multiple studies try to define
a similarity measure [11, 18, 19] from different aspects related to
the music.

Some recent methods automatically learn a representation from
the content or context of the music. The recent advances in this di-
rection showed good accuracy of audio-based recommendations [36],
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text and semantic information for the recommendations [24] (shown
in Figure 1).

In the task of playlist generation and continuation, many new
approaches had been proposed for the RecSys Challenge [9]. In
particular, the ’creative’ track of the challenge was restricted for
solutions that other sources of information apart from the data
provided by the organizers. Therefore, some researchers proposed
solutions using multimodal approaches [12, 39] by learning embed-
dings for the playlists, artist or songs.

Sequence-aware recommender systems [26] also could be ap-
plied to music recommendation, and some methods are based on
learning embeddings or latent representations for the items, espe-
cially the ones based on recent advances in deep learning. In this
field, Vall et al. [34] study gives an example of using different types
of information for improving the playlist generation from songs
better represented, especially for very infrequent songs. Also, Vall
et al. [35] investigate the importance of order, song context and
popularity bias in music playlist task.

It is also relevant to mention some methods that incorporate
information from the user context [13, 30, 31] to give better recom-
mendations, this could allow us to understand the user needs at a
particular moment, in this way we could reduce the effect of filter
bubbles and it proves the importance of considering the temporal
aspect of the recommendation [28].

3 PROPOSED APPROACH

The proposed approach is divided into two parts, one focused on the
metrics and the other more related to the methods for generating
the recommendations. In summary, these are the main task that
will be performed, which are explained in detail in the following
subsections:

e Compare and define metrics to assess if a model recommends
new and less-popular music styles and genres.

e Compare current state-of-the-art methods for cold-start and
long-tail recommendations according to these metrics.

e Obtain better representations of the tracks to improve the
results.

These tasks are initially carried out doing an offline evaluation
with a grand-truth. Since the final goal is to compare the perfor-
mance of these metrics with how the users perceives the recom-
mendations, after these tasks, an online test will be carried out.

3.1 Metrics

With the goal of having a better understanding of the systems
behavior in different situations, the first task is to define an overall
metric that can assess how probable is for new or less popular
artists to be recommended and measure how it changes across the
different genres. Is also important to know how many different
users each artist is recommended to. Otherwise, all artists could be
recommended to one single user which is not much better.

For this purpose, the Gini coefficient could be used to measure
how the genres and artists recommendations are distributed across
the users, but it is possible that a single measure is not enough to
completely describe the behavior. If we consider the system as a
multistakeholder recommender, there are also some metrics that
could be used to understand the behavior of the according to the
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providers of the content [1]. In our case, this could be applied to the
artists, e.g: the exposure of the artists across the different genres or
the ratio of hits for the genres.

At the same time, other known measures like accuracy, diversity
and novelty of the results should be measured to see how they are
related. These measures will allow at the end to see the impact that
they have on the user’s experience and to understand how the users
perceive the different recommender systems.

3.2 Baseline Methods Evaluations

After defining the measures that will be used to know if the recom-
mendations are better for the new and less-known artists, the next
task is to evaluate the current state-of-the-art methods for cold-
start and long-tail recommendations according to the accuracy. In
particular, the method proposed by Van den Oord et al. [36] based
on audio and the method proposed by Oramas et al. [24] based
on text and metadata. The authors of these works show that the
methods are more accurate, but the goal of this thesis is to evaluate
how much popular tracks or genres influence the representations
and therefore the final recommendations. In concrete, is it possible
with these methods to recommend a completely new genre? or with
what degree of success, it recommends genres that are in the long
tail?

In order to evaluate the methods offline, after reproducing these
approaches, the idea is to manually reduce the presence of some
genres or artists in the training set and then evaluate how successful
the systems are on recommending these items.

3.3 Propose Additional Methods

The next challenge is to propose a way to give recommendations
that are better distributed across the different genres and musical
styles, that is, more robust to the popularity and bias from the
dataset, while at the same time not negatively affecting the user’s
experience. For this, we will explore different ways of obtaining
better representations of the tracks that could allow us to maximize
the desired metrics.

In previous works, different sources of information as text, image,
and audio [24, 36] are combined to obtain representations of the
tracks that achieve a higher accuracy of the recommendations.
After evaluating these methods for the desired metrics we will
see if combining multiple sources also give better performance
according to the desired metrics. If this is the case, new sources
of information that capture other aspects of the music could be
incorporated to improve the representations further, for example:

e Following the approach proposed by Hamilton et al. [14]
embeddings of the artists could be obtained from a graph of
relations (e.g: from artist collaborations) and combined in
the representation used by Oramas et al. [24].

o Different representations from the lyrics of the songs could
be obtained using Bag-of-words, word2vec or with more
recent methods of documents representation [17].

An alternative way of generating better representations of the
tracks could be by putting restrictions to the latent space that could
allow the algorithms to generalize better to unseen genres or with
fewer tracks. For example, previous works on Prototypical Net-
works [33] give good results on classifying with few elements [25]
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(i.e: few-shot and zero-shot learning). We propose to use this ap-
proach to obtain a representation from the audio that could allow us
to generate recommendation on musical styles or genres with few
examples. This network learns a prototypical representation of the
classes and locates the elements closer to their class. Therefore, an-
other advantage of this approach is that gives better interpretability
of the model, which can be used to explain the recommendations
to the users.

In a different line of solutions, we propose to consider this prob-
lem from the multistakeholder perspective [1], in particular, as a
multi-objective optimization problem, where we define the metrics
that we want to optimize for each stakeholder: the users and the
artists. In our case, could be applied in the following ways:

e Re-ranking of the recommendations of a system (that was
trained to maximize the accuracy of the results) to increase
the artists’ exposure

o Restricting the system to generate recommendations that are
independent of the popularity of the items, Abdollahpouri
et al. [1] summarize 3 approaches for this under the title of
“Fairness from independence”.

3.4 User-centric evaluation

The offline evaluation will allow us to analyze the distribution of
the recommendations and the accuracy, but since we have a ground
truth biased to the most popular music, we propose to carry on
an online test following the framework proposed by Knijnenbur
et al. [20]. This test will allow us to have a better idea about the
users experience and how they perceive the different recommender
systems.

For the experiment, we will first request to the users to enter a
list of tracks, that will be used as input for each system to generate
the recommendations. These recommendations will be presented
to the users independently, they will be asked to listen to the tracks
and give a rating. Also, each user will be requested to answer a
questionnaire. From the answers, we will model the users’ behavior
and analyze how they perceive the systems.

From the results, we will compare the influence of changing the
distribution of the recommendations in the satisfaction reported by
the users and how this is related to some personal and contextual
aspects.

3.5 Additional Tasks

Playlists are one of the ways that users currently consume more
music, therefore is also important to know the performance of the
current methods for playlist generation and continuation for new
artists in the different genres.

After comparing the different metrics we could evaluate current
methods for playlists generation to know if the degree in which
they include long-tail artists and genres.

4 DATASETS

The Million Song Dataset (MSD) [21] is a large dataset of audio
features with metadata, it was expanded by the Music Information
Retrieval community with additional information including tags,
lyrics and other annotations. The Echo Nest Taste Profile Subset
[5] is related to the MSD, providing play count of 1 million users
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and 380,000 songs. Also, at some point, it was possible to download
the audio previews for the MSD from 7digital.com, these previews
consist of audio samples between 7 and 30 seconds of the songs. The
audio fragments vary in their quality, encoded as MP3 with a bitrate
ranging from 64 to 128 Kbps and the sample rates of 22 KHz or 44
KHz. Additionally, the Last.fm Dataset [5] is related to MSD and
provides tags in the song level, which are extracted from last.fm.
The tags were crowdsourced and cover genre, instrumentation,
moods and eras.

The MSD-A dataset [24] is also related to MSD and contains
biographies of the artists, this dataset was collected and used to
obtain the representations of the artists for cold-start recommenda-
tion. The dataset consists of 328,821 tracks from 24,043 artists with
a biography of at least 50 characters long. Each artist has at least
one tag associated.

5 CONCLUSIONS

The goal of this research is to contribute to the understanding of
some models that are currently proposed as state-of-the-art for cold-
start and long-tail music recommendation. These models combine
different types of data, e.g: audio and user listening history, to obtain
latent representations of the items that are used to generate the
recommendations. Evaluating the accuracy of the models only show
that they can predict the recommendations in the ground-truth with
some success, but this ground-truth also is biased following the long-
tail distribution, therefore is necessary to carry a deeper evaluation
that could give a better understanding of the recommendations
from the users perspective.

By analyzing how these models perform for different music styles
or genres and in different levels of popularly we will understand
better the performance they have for recommending the long-tail.

After having a better understanding of the current solutions,
new systems will be proposed exploring different approaches. For
example, including more information in the models to capture
different aspects of the music. Another approach is to use other
methods that, by adding some restrictions to the model, could help
to give better-distributed recommendations. A third approach based
multi-objective optimization will try to maximize at the same time
a metric for the users and another metric for the artists.

Finally, a user-centric evaluation will be carried on to compare
the performance of the recommender systems from the users per-
spective. This will allow us to better analyze the influence of the
different approaches in the experience of the users taking into
consideration some personal and contextual aspects.
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