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Given the growth in the numbers of visually impaired (VI) people in low-income 

countries, the development of affordable electronic travel aid (ETA) systems 

employing devices, sensors, and apps embedded in ordinary smartphones becomes a 

potentially cost-effective and reasonable all-in-one solution of utmost importance for 

the VI. This paper offers an overview of recent ETA research prototypes that employ 

smartphones for assisted orientation and navigation in indoor and outdoor spaces by 

providing additional information about the surrounding objects. Scientific 

achievements in the field were systematically reviewed using PRISMA methodology. 

Comparative meta-analysis showed how various smartphone-based ETA prototypes 
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could assist with better orientation, navigation, and wayfinding in indoor and outdoor 

environments. The analysis found limited interest among researchers in combining 

haptic interfaces and computer vision capabilities in smartphone-based ETAs for the 

blind, few attempts to employ novel state-of-the-art computer vision methods based 

on deep neural networks, and no evaluations of existing off-the-shelf navigation 

solutions. These results were contrasted with findings from a survey of blind expert 

users on their problems in navigating in indoor and outdoor environments. This 

revealed a major mismatch between user needs and academic development in the 

field.  

Keywords: smartphone device; computer vision techniques; electronic travel aid; 

obstacle detection; object recognition 

Word count: 10106  

 

Introduction 

According to the World Health Organization, in 2018, 217 million people worldwide had moderate-

to-severe vision impairment, and 36 million were blind.  It is estimated that by the year 2020, the 

number of visually impaired (VI) people will rise to 250 million, while the number of those who are 

completely blind will reach 75 million (Bourne et al., 2017). It is important to note that almost 90% of 

blind individuals are living in low-income countries. The majority of people with vision impairment 

are more than 50 years old. The ageing process and the associated reduction in income have 

marginalized VI people in developed countries as well. Magnitude, temporal trends, and projections 

of the global prevalence of blindness and visual impairment can be found in the exhaustive 

systematic reviews and meta-analyses such as (Bourne et al., 2017; Fricke et al., 2018).  

The observed growing numbers of VI people with low incomes give impetus for the 

development of considerably cheaper assistive devices. This can be achieved by employing widely 

available smartphones as multifunctional and multisensory mobile devices. These are equipped with 

a CPU, an operating system, various sensors (GPS, accelerometer, gyroscope, magnetometer, 

pedometer, and compass) and can run apps for data processing or facilitate continuous wireless data 

transfer to external servers and cloud platforms for processing. In addition, mobile computing 

platforms offer standard APIs for general-purpose computing, providing both application developers 

and users with a level of flexibility that is very conducive to the development and distribution of 

novel solutions (Csapó et al., 2015). 

It is important to note that VI individuals are not so different from the visually able 

population with regard to smartphone use. In fact, due to their condition, VI individuals are even 

more inclined to use handheld smartphones for social communication and mobility (making calls, 

chatting, using social media and many other apps, including GPS navigation, and so on). The screen 
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reader interface integrated in modern mobile operating systems is accessible enough for VI people. 

The number of mobile apps tailored for blind users is also increasing, boosting the use of mobile 

devices and apps among VI people, and this usage is expected to continue to grow (Griffin-Shirley et 

al., 2017).  

Relatively few studies have been conducted on mobile app use among VI persons. In some 

preliminary studies, participants rated apps as useful (95.4%) and accessible (91.1%) tools for 

individuals with visual impairments. More than 90% of middle-aged adults strongly agreed with the 

practicality of the specifically tailored apps. This shows that VI individuals frequently use apps that 

are specifically designed to help them accomplish daily tasks. Furthermore, the VI population is 

generally satisfied with mobile apps and is ready for improvements and new apps (Griffin-Shirley et 

al., 2017). 

Recent advances in computer vision and smartphone devices open up new opportunities, 

which should motivate the academic community to find novel solutions that combine these evolving 

technologies to enhance the mobility and general quality of life of VI people. Unfortunately, we have 

found that this prospective research niche has not yet been well covered in review papers. The only 

reviews we could identify were several that focused on existing mobile applications for the blind 

(Csapó et al., 2015; Griffin-Shirley et al., 2017). These findings suggest that electronic travel aids, 

navigation assistance modules, and text-to-speech applications, as well as virtual audio displays, 

which combine audio with haptic channels, are becoming integrated into standard mobile devices. 

Increasingly user-friendly interfaces and new modes of interaction have opened a variety of novel 

possibilities for the VI (Chessa et al., 2016; Tapu, Mocanu, Bursuc, et al., 2013). 

Despite a large number of currently available technological ETA solutions for orientation and 

navigation, only a few review articles were discovered. Some authors of these articles provide 

structured information on the technology, functionality, and even rate the solutions. For instance, 

Tapu et al. provide a summary on wearable devices, grouped by technologies (Tapu et al., 2018). The 

reviewed systems and devices can be classified into two main groups: sensor-based and video 

camera-based solutions. Similarly, Islam et al. grouped ETAs into sensor-, computer vision- and 

smartphone-based solutions, illustrated the groups by a number of selected publications and 

provided generalized system architectures for every group (Islam et al., 2019). Real and Araujo took a 

chronological approach and structured their review in a timeline following the development of the 

navigation tools for the blind from the projects dating 1960s and 1970s to the current days (Real & 

Araujo, 2019).  Elmannai and Elleithy (Elmannai & Elleithy, 2017) also provide a comprehensive 

analysis of visual assistive technologies. They focus on the vision substitution category divided into 

three subcategories: electronic travelling aids (ETAs), electronic orientation aids (EOAs), and position 

locator devices (PLDs). Publications also provide a quantitative evaluation of technological features. 

Mahida et al. and Plikynas et al. evaluated various wireless technologies and algorithms for indoor 

positioning solutions (Mahida et al., 2017; Plikynas et al., 2020). 

The estimated growth of the VI population (Bourne et al., 2017), the positive user attitudes 

towards assistive technology (Griffin-Shirley et al., 2017), and advances in computer vision 

technology form a solid fundament for research and development (R&D) projects in the field. 

Regardless of the attempts to provide an overview of this rapidly developing field (Csapó et al., 2015; 

Islam et al., 2019; Jafri et al., 2014; Real & Araujo, 2019), a systematic literature review, focusing on 



Acc
ep

ted
 M

an
us

cri
pt

 

smartphone-based ETAs, is still lacking. The main strength of a systematic review is transparent 

methodology enabling reproducibility of the findings and limiting biases caused by human factors 

through an objective validity and relevance assessment of each included publication (Haddaway et 

al., 2018; Haddaway & Pullin, 2014). Therefore, the primary goal of this paper is a systematic review 

of the latest research related to computer-vision-based and smartphone-based ETAs. The Preferred 

Reporting Items for Systematic Reviews and Meta-Analyzes (PRISMA) (Moher et al., 2009) 

methodology was followed to provide a systematic overview of publications indexed in three major 

databases: PubMed, IEEE Xplore, and the ACM Digital Library (DL). 

 This systematic review differs explicitly from the existing reviews in the field in terms of 

unique composition of some key research features like (i) application of standard biomedical 

systematic review methodology (PRISMA), (ii) investigation of ETA state-of-art computer vision 

software solutions, using smartphones with built-in cameras, and (iii) user-centred survey of blind 

ETA expert users, focusing on their needs and expectations regarding ETA functionality. It is 

important to note that the latter serves as an extended part of our systematic review. It provides 

essential user-defined ETA evaluation criteria for the reviewed prototypes. 

To shed some light on the potential gap between the functionality of recently reported R&D 

prototypes and actual needs of VI individuals, we performed a survey of user experiences and 

expectations for ETAs (see the “Materials and Methods” section for details). Results of this survey 

add an extra dimension to the systematic review process and show to what extent user needs are or 

are not satisfied by the solutions proposed by the scientific community.  

A combination of a systematic review methodology, emphasis on investigating state-of-the-

art smartphone-centred computer vision navigation tools for the blind and comparison of academic 

development in the field (systematic review) to expert user experiences with the existing ETAs 

demonstrate the novelty of this paper. It summarizes the tendencies and future expectations of high-

tech oriented VI individuals regarding ETA functionality and lists user-defined evaluation criteria for 

modern ETAs.  

The article is structured as follows. After a short introduction and justification for this study, 

the method used for the systematic review is presented. The “Results” section then summarizes the 

findings of the systematic review of scientific publications. In the subsequent section, these findings 

are contrasted with the results from a VI expert ETA user survey, which adds an extra dimension to 

the systematic review results. The paper concludes with a discussion section that elaborates on the 

findings of the entire study and presents our conclusions.   

Materials and Methods 

To get a representative overview of the latest achievements in the field, a systematic review of 

scientific literature was performed. In contrast to other types of review techniques (traditional 

reviews, meta analyses), the strengths of a systematic review method lie in transparent and 

reproducible methodology for including all available evidence into the review and objective 

assessment of validity and relevance of each included study (Haddaway et al., 2018; Haddaway & 

Pullin, 2014). Due to its popularity and acknowledgement in medical informatics field, PRISMA 

statement was used to structure the review and reporting of results. PRISMA provides a framework, 
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covering entire literature review process from systematic search for publications, selection of 

relevant papers to result synthesis (Moher et al., 2009).  

For scholars from different disciplines to better understand the rationale, benefits, and 

potential pitfalls of the presented systematic research approach, we (i) summarize the user-oriented 

usability evaluation methods, (ii) briefly compare and contrast it with other well-known evaluation 

and review methods, and (iii) present a narrative of the potential limitations.  

In our literature review, we found that most of the user-oriented usability evaluation 

methods can be categorized into the following groups:  

a) Think-aloud protocol (performed during testing, specifically while executing planned tasks, 

participants express their thoughts on the application; disadvantage: the environment is not 

natural to the user);  

b) Remote usability testing (the experimenter does not directly observe the users while they use 

the application, although activity may be recorded for subsequent viewing; disadvantage: 

additional software is necessary to observe the participants from a distance); 

c) Focus groups (a moderator guides a group of users in a discussion of the application; 

disadvantages: 1) moderators and leaders of the groups may be biased and lead to the 

inaccurate information, 2) the data collected tend to have low validity because of the 

unstructured character of the discussions);  

d) Interviews (the users are interviewed to discover their experiences and expectations; 

disadvantages: 1) difficult to conduct remotely, 2) does not address the usability issue of 

efficiency);  

e) Cognitive walkthrough (a team of evaluators walks users through the application, highlighting 

usability issues through the use of a paper prototype or a working prototype; disadvantages: 1) 

does not address user satisfaction or efficiency, 2) the designer may not behave like the average 

user when using the application); 

f) Pluralistic walkthrough (a team of users, usability engineers, and product developers review the 

usability of the prototype of the application; disadvantage: does not address the usability issue 

of efficiency); 

g) Surveys (targets a sample population with a questionnaire to elicit relevant opinions; 

disadvantages: 1) representative surveys cost time and money, 2) surveys are suboptimal for 

addressing the usability issue of efficiency); 

h) Field experiments (unlike lab experiments, these are conducted in real-world settings and entail 

randomly assigning subjects (or other sampling units) to either treatment or control groups to 

test claims of causal relationships; disadvantages: 1) interference between subjects, 2) the local 

setting may not represent that of the population of interest); 

i) Observational studies (can detect signs of the benefits and risks of prototype usage in the 

general population—the results of observational studies can be highly similar to those reported 

by similarly conducted randomized controlled trials; disadvantages: 1) additional causal factors 
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may have evaded observation/recordation, 2) recorded or unrecorded factors may be 

correlated, which may yield incorrect conclusions). 

As is evident, these usability evaluation methods differ considerably, rendering them difficult 

to compare. Attempting objective review and comparison of research papers with such different self-

evaluation methods poses an almost insurmountable challenge.  

While searching for the most suitable method of review, we investigated the main types of 

literature reviews: evaluative, exploratory, instrumental, systematic, and integrative. Essentially, we 

were looking for a literature review method that focused on a research question in an attempt to 

identify, appraise, select, and synthesize all research evidence and arguments relevant to that 

question. In our opinion, a systematic review method was the optimal choice. Primarily, its meta-

analysis aspect is well suited to effectively combine the various self-evaluation data reported in all 

selected studies to yield a more reliable review result. Moreover, we employed an integrative 

literature review approach to generate new knowledge on our topic through the process of review, 

critique, and synthesis of the literature under investigation.  

Among systematic review methods, we chose PRISMA because it is internationally 

recognized and is a rigorous evidence-based minimum set of items for reporting in systematic 

reviews and meta-analyses of research papers (Moher et al., 2009, 2015). To make the meta-

analyses more objective, we organized a semi-structured survey of blind experts; this survey yielded 

end-user evaluation of the main criteria that we could use for the estimation of the reviewed 

prototypes.  

For comparison, however, consider a brief overview of other systematic review methods. 

First, a scoping review attempts to search for concepts, maps the language that surrounds them, and 

adjusts the search method iteratively (Pollock et al., 2017). It may be regarded as a preliminary stage 

before a PRISMA systematic review.  

Second, living systematic reviews are a relatively new type of up-to-date semi-automated 

online summaries of research that are updated as new research becomes available (Elliott et al., 

2014). Unfortunately, to our knowledge, no such living systematic reviews have been produced in the 

area of ETA for BVI people.  

Third, Cochrane reviews comprise six types, and they compose a database of systematic 

reviews and meta-analyses that summarize and interpret the results of medical research (Silva et al., 

2014). Cochrane is a group of over 37,000 specialists in healthcare who systematically review 

randomized trials of the effects of prevention, treatments, and rehabilitation interventions as well as 

health systems. When appropriate, they also include the results of other types of research. Although 

Cochrane systematic reviews are well known in the medical field, we do not find the use of such 

reviews to be well suited to the technological area of ETA research for BVI people.  

Fourth, the quasi-standard for systematic review in the social sciences is based on the 

procedures proposed by the Campbell Collaboration, which is one of several groups that promote 

evidence-based policy in the social sciences (The Campbell Collaboration, 2014). It is a sister initiative 

of Cochrane, but for the social sciences. Thus, because of its purely social orientation, we did not find 

that it met our systematic review needs. 
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On the basis of the analysis of the weaknesses and strengths of the aforementioned 

systematic review methods, we chose to employ the universal, repeatable, and robust PRISMA 

method to summarize the review, evaluation, and meta-analysis of selected prototypes in the ETA 

research domain for BVI. 

However, the PRISMA method also has weaknesses; the following is a list of key concerns:  

1. For PRISMA to work well, it should build on a protocol that describes the rationale, hypothesis, 

and planned methods of the review. However, few reviews have reported whether a protocol 

exists (Moher et al., 2015). Detailed protocols can facilitate the understanding and appraisal of 

the PRISMA method. 

2. Published PRISMA reviews are often biased, out of date, and excessively long (Roberts et al., 

2015). 

3. Some poor PRISMA research results were described by Altman (Altman, 1994): "much poor 

research arises because researchers feel compelled for career reasons to carry out research that 

they are ill equipped to perform, and nobody stops them." 

4. Methodological limitations of meta-analysis have also been noted. Standardized meta-analysis 

methods continue to be unavailable to researchers, despite the necessity for standardized 

optimal methodological steps (Giang et al., 2019).  

5. Another concern is that the methods used to conduct a systematic review are sometimes 

changed once researchers identify the available trials they are going to include (Page et al., 

2014).  

6. Significant publication bias is likely, with only “positive” results or those perceived to be 

favorable being published. A recent systematic review of industry sponsorship and research 

outcomes concluded that “sponsorship of drug and device studies by the manufacturing 

company leads to more favorable efficacy results and conclusions than sponsorship by other 

sources” and that the existence of an industry bias cannot be explained by standard “risk of 

bias” assessments (Lundh et al., 2017). 

Despite the weaknesses mentioned earlier, the PRISMA systematic review method has 

strengths that make it a superior option to other review methods. Specifically, a) it is based on a 

protocol that describes the rationale, hypothesis, and planned methods of the review; b) because of 

its methodological rigor, it stands as a reference standard for synthesizing evidence in healthcare; 

and c) it has reduced arbitrariness and bias in decision-making with respect to extracting and 

including papers from primary research. 

Three major research databases (PubMed, IEEE Xplore, and ACM DL) were queried using a 

combination of keywords: “visually impaired”, “blind”, “navigation”, “video”, “computer vision”, and 

“app”. The exact query used was as follows: ((“visually impaired” OR blind) AND navigation AND 

video) OR ((“visually impaired” OR blind) AND “computer vision”) OR ((“visually impaired” OR blind) 

AND video AND app)). The search was performed on the 5th of May, 2018, and covered a publication 

period of approximately five years (01 January 2013 to 05 May 2018). Older publications were not 

considered due to the rapid development of computer vision algorithms at a speed that can quickly 
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render previously published solutions irrelevant. Results were processed in the Zotero reference 

manager and inserted into an MS Excel spreadsheet for further analysis. 

The dataset was first cleaned to remove duplicates. This resulted in 418 unique research 

publications included in our literature screening process. Based on a screening of titles and abstracts, 

335 irrelevant papers were excluded from the review. Full-text analysis excluded an additional 68 

papers. The main reasons for excluding publications after full-text analysis were as follows: 

 No details were provided on implementation, and only a theoretical description of the 

proposed solution was given (n = 20). 

 Did not meet our hardware assumptions, meaning the solution was not smartphone-centric, 

did not use video or images from the camera, or did not perform video processing (for 

instance, if raw video was forwarded to a human assistant for interpretation) (n = 32). 

 Was focused on a very specific problem and did not provide any generalizability (for instance, 

a pothole detector) (n = 16). 

Eventually, 15 research publications remained and were included in this systematic review. 

Our paper selection process is visualized in the PRISMA flow diagram in Figure 1. 

Results 

Assumptions we made before starting the review process shaped the results of this study. We 

emphasized smartphone-centred, computer vision-based solutions, which are analysed in detail in 

this review. All the included publications presented research prototypes; experimental activities 

using commercially available solutions for the VI were not identified.  

Due to the varying maturity of the projects represented in the included publications, 

different evaluation and reporting practices, a strategy of highlighting the identified trends was 

selected for summarizing the results. Considering the pace computer vision technologies evolve, no 

individual choices made in selected publications are discussed in detail in this section. Instead major 

focus is paid to emphasizing the general directions this field is taking.  

Purpose of the solution and functionality  

Describing the surrounding environment through a set of video-processing algorithms is a complex 

task, incorporating a high level of uncertainty. Lighting conditions, movement, transparent and 

reflective objects, and region-specific aspects (e.g., the appearance of a rather standard object, such 

as a bus stop, can vary greatly in various regions) are only a few of the challenges that must be 

addressed by such computer vision systems. On a more general level, indoor conditions are different 

from those found in outdoor scenarios, therefore, more than half of the papers (n = 8) chose to focus 

on either indoor-only or outdoor-only tools, while the others (n = 7) aimed for universal solutions.  

Navigation indoors is a well-known use case where traditional navigation systems based on 

GPS sensors fail. Five papers selected an indoor scenario as the main focus and addressed the 

challenges using various approaches. To estimate position and direction of movement, computer 

vision functionality was supplemented by data from motion sensors (Ko, 2013; Ko & Kim, 2017; 
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Rituerto et al., 2016). Such sensors were sufficient to track the location of a VI user within a static 

map of a building, while providing guidance towards the goal. However, motion sensors have their 

limitations – they require maps and continuous tracking of movements to localize the user. The use 

of fiducial markers to improve localization was proposed in three papers (two of which originated 

from the same project). Locations of interest were QR coded (Ko, 2013; Ko & Kim, 2017), simplifying 

the computer vision and localization tasks to the recognition of the QR codes. Pure computer vision 

solutions for indoor environments were discussed in two publications, demonstrating the feasibility 

of such systems (Elloumi et al., 2013; Garcia & Nahapetian, 2015). 

The number of identified publications that focused exclusively on outdoor environments was 

slightly lower (n = 3). These papers presented three approaches to addressing problems related to 

navigation outdoors: 1) a pure computer vision system (Tapu et al., 2017); 2) an integration of 

computer vision techniques and GPS sensors (Zheng & Weng, 2016); and 3) a combination of 

computer vision, social networking, and geo data (Li et al., 2017). While the first two solutions were 

rather traditional, Zheng et al. presented a more advanced approach, supplementing online 

information (live video and GPS data) with offline data recorded by other users and tagged by 

Amazon’s Mechanical Turk1 service. Aiming to minimize the need for local computational resources 

required to process a live video stream by shifting the work from the smartphone to the cloud, the 

authors showed promising results in terms of accuracy and frame rate of operation, with a frame 

rate on average eight times better than in conventional solutions (Li et al., 2017). 

Golledge et al. decomposed wayfinding process into three steps: representing current 

location, progressing on a target route and computing a novel route (Golledge et al., 1996). The 

majority of the identified papers (n = 8) focused on the first step of the wayfinding process 

(representing current location), providing object recognition and scene description functionality to 

the user. The other papers (n = 7) supplemented the first step of this process (representing current 

location) by some navigation functionality, representing the second step of wayfinding (progressing 

on a target route). No papers progressed to the third step defined by Golledge et al. where 

information collected along the route is used for computing novel routes in the surroundings (Table 

1).  

Both object recognition/scene description-focused and navigation-focused papers were able 

to recognize only a very limited set of objects. The number of object classes reported varied between 

four and five, with the exception of one paper that reported the ability to differentiate among “1,000 

kinds of objects” with no further details (Bai et al., 2017). The most common objects recognized by 

the proposed solutions were vehicles, bicycles, pedestrians, and static obstacles (Mocanu et al., 

2016; Tapu et al., 2017; Tapu, Mocanu, Bursuc, et al., 2013; Tapu, Mocanu, & Zaharia, 2013) in an 

outdoor scenario and doors, corridors, halls, and junctions (Ko, 2013; Ko & Kim, 2017) indoors. 

Depending on the implementation, performance measures for differentiating between moving 

objects (vehicle, bicycle, and pedestrian) ranged from 0.82 to 0.95 in terms of precision and from 

0.69 to 0.96 in terms of recall. Measures were similar for detecting and recognizing static obstacles 

                                                           

1 https://www.mturk.com 
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(precision = 0.9–0.93, recall = 0.79–0.95) (Mocanu et al., 2016; Tapu et al., 2017; Tapu, Mocanu, 

Bursuc, et al., 2013).  

Input/Output  

Due to the specifics of the inclusion criteria of this review, all selected publications used live camera 

feeds as input for the proposed tools. The use of QR-coded locations was proposed for indoor 

navigation (Ko, 2013; Ko & Kim, 2017) in combination with motion sensors and building maps (Ko, 

2013; Ko & Kim, 2017; Rituerto et al., 2016). Mocanu et al. suggested the use of ultrasonic sensors, 

which work together with computer vision algorithms to enable accurate distance estimation to 

detected objects (Mocanu et al., 2016). Distance estimation to obstacles is also feasible using stereo 

cameras, described in two of the selected publications (Bai et al., 2017; Bułat & Głowacz, 2016). A 

typical output of all these systems was an audio signal, often communicated to the user through 

bone-conduction headphones. Eleven out of 15 publications used text-to-speech APIs, 

communicating directions in a selected time interval (typically every 1.5 – 2 seconds). Some solutions 

operated using a very limited set (3 - 6) of commands (Sharma et al., 2016; Zheng & Weng, 2016). 

Only one publication considered using beeping of various frequencies accompanied by text-to-

speech to communicate the output of the system to the user (Ko & Kim, 2017). Details on the 

acoustic feedback were missing in 4 out of 15 included papers. Dasila et al. proposed using special 

binaural sound techniques in addition to the text-to-speech interface to enhance the user experience 

and immerse the user into a 3D audio surround-based representation of the environment (Dasila et 

al., 2017).  

Data processing and performance  

Our inclusion criteria made a smartphone a central component of all included papers. This 

component was responsible for both video capture and partial or full processing. The options for 

processing the live video stream could be easily divided into local (data was processed using the 

computational power of the smartphone) and remote (video was transmitted to a more powerful 

device or cloud infrastructure for processing). The majority of the solutions included in this review 

selected a local data-processing approach (n = 10), while the other five processed data remotely (two 

used a dedicated laptop computer (Rituerto et al., 2016; Tapu et al., 2017), while three transmitted 

the video stream to the cloud infrastructure for processing (Bai et al., 2017; Dasila et al., 2017; 

Sharma et al., 2016)).     

Local video processing was implemented on a variety of Android and iOS smartphones. 

Solutions reached a performance level ranging from 5 frames per second (fps) (Zheng & Weng, 2016) 

to 10 fps (Ko & Kim, 2017; Tapu et al., 2017; Tapu, Mocanu, Bursuc, et al., 2013) in evaluation 

experiments (based on five papers). The choice of algorithms used in data-processing pipelines 

varied greatly. The most popular choices, resulting in highest performance (in terms of fps), were 

scale-invariant feature transform (SIFT) (Lowe, 2004) and speeded up robust features (SURF) (Bay et 

al., 2006).  

In this review, the category of remote video processing encompasses all initiatives in which 

data processing was performed outside the smartphone. Therefore, the two publications which used 
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a user-carried laptop as the main source of processing power were also included in this group 

(Rituerto et al., 2016; Tapu et al., 2017). These two publications reported markedly different levels of 

performance, ranging from 2 fps to 20 fps, in the evaluation experiments. Two publications counted 

solely on the cloud infrastructure for live video stream processing, however, no performance 

measures were reported (Bai et al., 2017; Dasila et al., 2017). 

A hybrid approach for data processing was proposed by Li et al., leveraging both internal 

computational resources on the smartphone device and cloud processing (Li et al., 2017). The 

solution maintained a database of previously visited geotagged and manually labelled locations 

collected by all users, which were used to accelerate the processing when a specific user appeared in 

a previously visited location. Tests demonstrated that this approach could boost the performance of 

the general object-detection algorithms eightfold, making them easier to adopt on mobile platforms 

(Li et al., 2017).  

Algorithms used in data processing 

Algorithms used in data-processing pipelines often rely on classical two-step composition: the 

camera image is first processed using engineering-based computer vision techniques (e.g., feature 

and descriptor extraction), followed by a machine learning model (e.g., a classifier) utilising the 

output of the first step. Common choices for the first step were feature descriptors (e.g., histogram 

of oriented gradients (HOG) (Dalal & Triggs, 2005), SIFT (Lowe, 2004), and SURF (Bay et al., 2006)). 

For example, two publications used HOG for classifying detected obstacles (Tapu, Mocanu, Bursuc, et 

al., 2013; Tapu, Mocanu, & Zaharia, 2013),  two used SURF descriptors to recognize visual situations 

and construct a guidance system (Ko, 2013; Ko & Kim, 2017), and one proposed a system relying on 

features from accelerated segment test (FAST) (Rosten et al., 2010) descriptors for obstacle handling 

(Mocanu et al., 2016). Support vector machines (SVMs) (Mocanu et al., 2016; Tapu, Mocanu, Bursuc, 

et al., 2013; Tapu, Mocanu, & Zaharia, 2013) and template matching (Ko, 2013; Ko & Kim, 2017) were 

identified as popular machine learning methods for the second step. These methods are fast to 

execute even in embedded computing platforms, which makes them attractive in low-

computational-resource scenarios. 

Another class of algorithms used in the identified publications counted on direct computer 

vision approaches without an adaptive machine learning component. For example, Garcia and 

Nahapetian [12] tried to detect a corridor by using Canny edges followed by a Hough transform 

(Garcia & Nahapetian, 2015; Gonzalez & Woods, 2008), and Elloumi et al. proposed a camera 

localisation algorithm based on orthogonal vanishing points (Elloumi et al., 2013). Both approaches 

were intended to work only in indoor environments by design, and tests conducted by the authors 

were limited to a single environment, which makes practical evaluation of the results rather 

preliminary.  

It is important to note, that only a few studies (i.e., (Sharma et al., 2016; Tapu et al., 2017; 

Zheng & Weng, 2016)) investigated computer vision methods based on deep neural networks 

(DNNs), which perform feature extraction and task modelling (e.g., classification or recognition) steps 

in a single differentiable neural structure. The parameters of both steps are estimated from the data, 

optimising a single cost function that corresponds not only to optimisation of the task modelling 

component but also to feature optimisation. In most cases, neural networks are known to achieve 
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better and more robust results compared to approaches that rely on the aforementioned 

engineering-based feature extractors (LeCun et al., 2015; Schmidhuber, 2015; Voulodimos et al., 

2018). 

Some authors noticed an important parallel with computer vision-based autonomous robot 

localisation and mapping methods (e.g., simultaneous localisation and mapping (SLAM) and position 

estimation via particle filtering) (Bai et al., 2017; Elloumi et al., 2013; Rituerto et al., 2016). This 

approach provides another useful and under-explored resource for developing assistive systems for 

VI individuals. 

Evaluation of the proposed solutions  

Evaluation of proposed solutions is an important part of the research and innovation process. It 

demonstrates technical feasibility, performance, user acceptance, and impact of the proposed 

system. Almost all publications (n = 13) included in this review presented some degree of evaluation, 

while in two publications (Elloumi et al., 2013; Tapu, Mocanu, & Zaharia, 2013) it was either missing 

or proved only the technical feasibility of the solution. 

Evaluation using video/images recorded beforehand (n = 7) was almost as common as user-

based evaluation methods (n = 6). Four publications combined both video/image-based and user-

based evaluations. Video/image-based evaluations focused primarily on the performance of the 

computer vision algorithms used in the system. None of the publications used standardised 

video/image libraries, which are common in benchmarking computer vision algorithms. Instead, 

materials for the evaluations were collected by the project teams (Bułat & Głowacz, 2016; Garcia & 

Nahapetian, 2015; Li et al., 2017; Sharma et al., 2016; Tapu et al., 2017; Tapu, Mocanu, Bursuc, et al., 

2013; Tapu, Mocanu, & Zaharia, 2013). 

User-based evaluation was present in six out of 15 publications, some of which included 

blind participants (Rituerto et al., 2016). Most of the evaluation procedures were limited in scope, 

including only three or four participants (Ko, 2013; Rituerto et al., 2016), while one study reported 

the inclusion of 21 users (Mocanu et al., 2016). Reporting of results varied among the studies, making 

it impossible to establish any comparisons. Measures ranged from user satisfaction (Ko & Kim, 2017) 

to accuracy of the algorithms in training datasets (Bai et al., 2017).  

Summary of the findings  

The findings of this systematic review are summarised in Table 1. 

How well are the needs of actual users addressed in the scientific publications? 

Sections above followed the PRISMA systematic review method for summarizing scientific evidence 

on smartphone-centred ETA research [31].  The results highlight the latest R&D achievements and 

trends. In the reminder of the paper we extend the PRISMA method by scoring the reviewed 

publications according to the requirements for ETA solutions defined in our expert-user survey.  Such 

scoring complements the systematic review, adding a new dimension and enabling us to evaluate the 
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included publications according to user-defined compliance criteria. Such estimates reveal actual 

market needs in contrast to the solutions and functionalities prioritised by the academic community. 

User requirements were collected through a semi-structured online survey, completed by N 

= 25 blind expert users, having 10+ years of experience (or active interest) in using ETAs for the blind. 

These mostly EU located blind experts do represent blind individuals with a cutting-edge interest in 

the newest ETA gadgets and ability to use novel technologies2. They, however, cannot represent a 

majority of the worldwide blind population. In this regard, our survey of 25 blind experts is solely 

dedicated to a) highlighting tendencies of modern high-tech oriented blind people needs regarding 

ETA functionality, and b) clarifying ETA evaluation criteria defined by blind experts. Thus, our blind 

experts’ survey is specialized and should not be interpreted as a large-scale representative survey. 

The questionnaire used when collecting the blind expert feedback is provided in the 

supplemental file (see article’s page in the journal website). This questionnaire was designed 

together with two VI individuals after a series of focus group meetings and discussions. Final 

version of the questionnaire was evaluated by collaborating VI persons before starting the 

survey. Please note that 10 out of 25 blind experts were interviewed live during the survey. It gave 

us deeper insights about the criteria for evaluating current ETA R&D prototypes. 

 The 39-question survey covers demographics, sight-related aspects, and experiences with 

existing ETA systems. The survey was completed in February 2019. Demographics of the participants 

are presented in Table 2. 

The sample of the expert users is characterized by a mean age of 33 years and includes 

mostly employed (52% fully employed, 20% partially employed) individuals, residing in big cities 

(84%). Sixty percent of the participants had higher education, and the group had an average 

professional work experience of 11 years (Table 2). The experts were identified based on 

recommendations from associations of blind and VI individuals and, therefore, their demographics 

may not be representative for the general population of the VI. The level of expertise was 

determined by an online questionnaire.  

To uncover the essential ETA features, we employed open-ended hierarchical questions. 

Each respondent was asked to list up to five key problems in navigating indoors and outdoors in 

order of decreasing importance (a score of 5 indicates the highest importance, while 1 is the lowest). 

Items populating these lists were not provided in the survey and had to be filled in by the 

participants forming a hierarchy of preferences for every participant. The 20 most common problems 

of highest importance were extracted (Table 3, Table 4). Based on the importance scores, we 

calculated averages for each criterion (i.e., each identified problem). To adjust for overestimation or 

underestimation of some criteria, average values were normalized by multiplying them by weight 

                                                           

2 In a few pages of this publication, we only provide a glimpse of our survey results. The main body of 

the survey will be published in a dedicated article. In total, 78 VI (blind) individuals participated in 

this study, only 25 of them qualified as experts. 
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coefficients, which took into consideration 1) the proportion of respondents who picked that 

criterion and 2) the proportion of the sum of importance scores 𝑆𝑖 for the selected criterion 𝑖 with 

respect to the sum of all scores for all criteria. This procedure reduced the bias in the estimates. 

Then, the weighting rate iW of each criterion 𝑖 was calculated using Equation 1. 

𝑊𝑖 = 𝑀𝑒𝑎𝑛𝑖 ∗
𝑛𝑖

𝑁

𝑆𝑖

∑ 𝑆𝑗𝑗
,         (1)  

where 𝑀𝑒𝑎𝑛𝑖 denotes the mean importance score for criterion 𝑖;  ∑ 𝑆𝑗𝑗  denotes sum of scores of all 

included criteria;   𝑛𝑖 the number of respondents who picked criterion 𝑖, and 𝑁 is the total number of 

respondents (𝑁 = 25). 

Navigation criteria for outdoors and indoors were scored separately. The 10 criteria with 

highest weighting rates iW for each location are listed in Table 3 and Table 4. It is important to 

notice that Tables 3 and 4 provide estimates for just the top 10 criteria. However, Eq. 1 uses 

estimates from all criteria, including those which are not included in the tables. 

Criteria listed in Table 3 and Table 4 were used to evaluate the publications included in the 

systematic review. To assess how well each article and the associated prototype (Table 1) 

corresponds to the actual needs of the end users (see Table 3 and Table 4), we calculated the sum of 

weighting rates iW multiplied by binary labels (0 if a prototype does not address the criterion and 1 

if a prototype addresses the criterion). This way, for each article and associated prototype, we 

obtained a quantitative estimate of compliance that takes into account a weighted set of user-

defined evaluation criteria. We evaluated and compared articles using both outdoor and indoor sets 

of user-defined evaluation criteria (see Figure 2). 

Figure 2 indicates that user-defined needs and expectations for outdoor navigation were 

addressed best in publications (Bai et al., 2017; Li et al., 2017; Tapu et al., 2017), while they were 

poorly addressed in the articles (Dasila et al., 2017; Elloumi et al., 2013; Garcia & Nahapetian, 2015; 

Ko, 2013; Ko & Kim, 2017; Rituerto et al., 2016; Tapu, Mocanu, & Zaharia, 2013). Indoor navigation 

criteria were addressed best in the articles (Bułat & Głowacz, 2016; Elloumi et al., 2013; Garcia & 

Nahapetian, 2015; Ko, 2013; Ko & Kim, 2017; Rituerto et al., 2016; Sharma et al., 2016), while 

publications (Bai et al., 2017; Dasila et al., 2017; Li et al., 2017; Tapu et al., 2017; Tapu, Mocanu, 

Bursuc, et al., 2013; Tapu, Mocanu, & Zaharia, 2013; Zheng & Weng, 2016) addressed them poorly. 

No publications addressed both outdoor and indoor evaluation criteria well. Two publications 

((Dasila et al., 2017; Tapu, Mocanu, & Zaharia, 2013))  addressed both outdoor and indoor criteria 

poorly. To highlight the gap between the focus of academic community (systematic review) and 

actual user needs (survey of expert users), we estimated the differences between the two. For each 

criterion, all labels (0 if a prototype does not address the criterion and 1 if a prototype addresses the 

criterion) assigned for the articles were summed up and divided by the total number of all assigned 

labels for all criteria. This way we estimated the weighted importance of each criterion from the 

perspective of scientific publications. Experts’ estimates were obtained from Table 3 and Table 4, 

using percentage expressions of the weighting rate iW . Finally, we calculated the difference 

between experts' estimates and scientific publication's estimates (%) (see Figure 3 and Figure 4). A 

high positive difference indicates a high underestimation of the importance of the criterion by the 
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academic community compared with the experts’ estimate. A high negative difference indicates a 

high overestimation of the importance of the criterion by the scientific community compared with 

the experts’ estimate. Small differences indicate similar estimates on the importance of the 

corresponding evaluation criterion (Figure 3). 

Figure 3 shows a clear mismatch between the expectations and needs of end users and the 

assumptions of scientific community regarding the importance of evaluation criteria for outdoor 

navigation ETAs’. The weighted importance of expert-defined criteria gradually diminishes from #1 to 

#10 (Figure 3, blue columns). However, in scientific publications an opposite trend may be identified 

(Figure 3, orange columns). This discrepancy means that scientific publications place more value on 

less important criteria and disregard the most important ones identified by users. Criteria #1 to #6 

(Pedestrian crossings, Finding the elevator, Reading numbers in the bank, etc.) are highly 

underestimated by the researchers, while criteria #6 (-26.82%, Finding objects (e.g. shops, hotels, 

WC, etc.)) and #10 (-32.95%, Unexpected obstacles on the passages, etc.) are considerably 

overestimated by the researchers (Figure 3 and Table 3). This observation is alarming and shows a 

significant mismatch between user needs and the efforts of the academic community.  

We analysed the set of indoor evaluation criteria in a similar manner.  Differences between 

the experts’ and researchers’ priorities are depicted in Figure 4.  

The analysis of the estimated differences highlights another important observation with 

practical implications for indoor ETA development. There is a major mismatch between expectations 

and needs of end users and the focus of scientific community regarding the importance of criterion 

#1 (Finding room by number) (see Table 4). The priority of this criterion is greatly underestimated by 

researchers, while it is of major importance to users (64.2%, Figure 4). The values of other criteria are 

overestimated by researchers: for instance, criteria #5 (-14.78%, Recognition of objects) and #7 (-

17.10%, Detection of obstacles) (Figure 4). 

Conclusions and Discussion  

The findings of this review show a relatively strong focus of the academic community worldwide on 

developing computer vision-based travelling aids for the blind. The accuracy, robustness, and 

efficiency of computer vision algorithms are improving, fuelled by the novelties in neural network-

based models and the increasing availability of computational resources. However, in the identified 

research applications, this class of algorithms is adopted only to a limited extent (Tapu et al., 2017; 

Zheng & Weng, 2016), hinting that academic community may struggle to utilise novel state-of-the-art 

image/video-processing algorithms. The performance of these novel algorithms is highly dependent 

on both quantity and quality of training data. While general purpose computer vision datasets exist, 

specialized training data tailored to the needs of the VI are not yet publicly available. Lack of 

benchmark datasets slow down the adoption of the state-of-the-art computer vision algorithms and 

hinders objective comparison and evaluation of the developed solutions. 

Involvement of the end-users in the design and development process could be perceived as a 

more qualitative approach to the aforementioned benchmarking problem. Domains such as medical 

informatics were dealing with formalizing experiments with users and have developed several 

frameworks for structuring and reporting user trials in a more objective manner. Model for 
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Assessment of Telemedicine (MAST) (Kidholm et al., 2012) and Statement on Reporting of Evaluation 

Studies in Health Informatics (STARE-HI) (Talmon et al., 2009) are good examples of evaluation and 

reporting frameworks that could improve the quality and reproducibility of user-based experiments.  

In the reminder of this section we discuss the findings of this work in a light of relevant 

research and new technology frontiers. To generalize the findings, we present them in a more 

structural way, motivating prospective ETA research addressing the limitations of existing 

publications, and provide insights for potential improvements.  

Limited use of haptic interfaces  

While there is adoption of the latest computer vision algorithms in developing travelling aids for the 

blind, interfaces to communicate the findings of these systems to the VI user are limited to the audio 

channel (based on the papers included in this review). We observed, however, that the majority of 

the selected papers did not delve deeper into the development of the auditory interface design (with 

the exception of paper (Dasila et al., 2017)), even though the main sensory information channel for 

the blind is auditory (Csapó & Wersényi, 2013). Similarly, we did not find novel, experimentally 

verifiable considerations suggesting new trends in “tactification” or “haptification” of visual 

information (Maclean & Enriquez, 2003). Moreover, we did not identify any attempts to design 

interfaces for controlling the proposed devices that would be tailored according to the needs of VI 

individuals. This implies that the selected research papers are mostly technology-centric (driven by 

the application of mobile technologies) instead of being user-centric (developing novel interfaces 

according to the needs of blind individuals). These trends, however, have to be considered with 

caution. They were identified in a rather specific subset of publications, putting emphasis on 

computer vision-based ETAs. 

Audio feedback is relatively simple to implement; however, it may not be the most efficient 

way to convey information to the user. Alternative mechanisms in the form of vibrating bracelets 

(Scheggi et al., 2014), gloves with micro-motors (Advani et al., 2017; Poggi & Mattoccia, 2016), 

vibrating belts (H.-C. Wang et al., 2017) and other means of tactile feedback (Peiris et al., 2016) have 

been reported, demonstrating the feasibility of enhancing acoustic feedback. Even though the 

combination of computer vision input and haptic output was not identified in the selected 

publications, both are quickly evolving fields that may bring novelties to the design and development 

of ETA systems for the blind. After reviewing haptic assistive technologies for audition and vision 

sensory disabilities, Sorgini et al. pointed out lacking acceptance of haptic interfaces among users 

and suggested focusing research effort on miniaturized, low-cost haptic interfaces, integrating with 

personal devices, such as smartphones (Sorgini et al., 2018). A variety of such interfaces have already 

been suggested to support navigation (Csapó et al., 2015; Meier et al., 2015; Sorgini et al., 2018).  

However, these systems have not coupled haptic feedback with computer vision algorithms and, 

therefore, were not analysed in detail in this review. 

No evaluation of commercial applications  

Commercial tools designed to meet the needs of the VI have existed for many years in the form of 

standalone devices (such as Trekker, designed and manufactured by HumanWare and launched in 
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2003) and smartphone applications (including the previously mentioned BlindSquare and TapTapSee, 

both released in 2012). Regardless of the availability of such applications, this review did not identify 

any research projects using existing applications. Instead of reusing, in many cases researchers 

focused on creating tools, delivering functionality similar to that already available in the market.  

The fact that scientific community is not taking the available tools into consideration is 

alarming. Research on existing tools is an important process in identifying weaknesses and 

limitations and contributing to the development of improved tools that better meet the 

requirements of VI individuals. The available tools rarely cover all user requirements and need to be 

used in combination to deliver necessary functionality. Systems of such tools have high potential for 

improving quality of life for VI individuals, however, research is lacking on how such tools should be 

integrated into an ecosystem to maximise gains for users.  

Limited use of state-of-the-art computer vision algorithms  

The conducted systematic literature review revealed that smartphone-based computer vision tools 

for blind individuals often rely on rather outdated image/video-processing methods (e.g., SURF (Bay 

et al., 2006) and SIFT (Lowe, 2004), among others) that do not reflect current state of the art. Such 

approaches are not sufficiently efficient and lack robustness in real-world conditions, which is 

essential in this particular use case. On the contrary, computer vision methods based on DNNs are far 

less limited in this sense (LeCun et al., 2015; Schmidhuber, 2015; Voulodimos et al., 2018). For 

example, DNNs can be trained to perform object classification (Szegedy et al., 2016), specific object 

detection (Dai et al., 2016; Huang et al., 2017), face recognition (Amos et al., 2016), scene description 

(Liu et al., 2017), wayfinding (OhnBar et al., 2018), obstacle detection (Pinard et al., 2017), and other 

potentially useful tasks for the blind. For certain problems (e.g., object classification or detection), 

DNNs may reach accuracy comparable to human decisions in real-world conditions (He et al., 2015). 

To construct an efficient DNN-based model, however, high-quality training datasets are essential 

[27], [29]. Although quite large general object detection (Lin et al., 2014) or classification (Deng et al., 

2009) datasets are publicly available, they do not include some object classes that may be important 

for the blind. For instance, neither ImageNet (Deng et al., 2009)  (classification) nor COCO (Lin et al., 

2014) (object detection) datasets include “corridor”, “stairs”, “elevator”, and other potentially useful 

objects, especially for indoor navigation scenarios. Construction and publication of a comprehensive, 

high-quality dataset tailored according to the needs of the VI would contribute significantly to further 

development of computer vision-based systems for the blind. 

Training DNNs is a computationally intensive task, requiring specific hardware (e.g., high-end 

graphic processing units, or GPUs). However, highly specialised neural networks can often be 

replaced by simpler, specially designed DNN components, (for instance, mobilenet (Sandler et al., 

2018), peleenet (R. J. Wang et al., 2018), and NASNet (Zoph et al., 2018)). These models achieve close 

to real-time inference and provide comparable performance to the original large, specialised models 

even on low-computational-power devices such as smartphones. Moreover, cloud technologies and 

the high availability of 4G networks allow for the adoption of even larger and more complex DNN-

based models that cannot be efficiently deployed on mobile handsets. The emerging 5G networking 

will boost the effectiveness of DNN-based cloud-hosted applications in scenarios where both mobile 

network speed and latency are critical. 
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An important feature of DNN-based methods is their capability to process multi-sensor data 

(for instance, fused image, GPS, and inertial measurement unit data) (Clark et al., 2017; Zhang et al., 

2018). These data sources are relatively easily accessible (especially in a smartphone-based system 

scenario) and can potentially increase the accuracy and robustness of the entire system.  

Development of smartphone-based assistive technologies for visually impaired users, 

especially relying on locally implemented computer vision algorithms, inevitably includes power 

consumption optimization issues, since computer vision algorithms usually are computationally 

demanding. Papers included in this review, however, did not provide any information about this 

feature. It may be explained by the fact that power consumption characteristics are highly 

dependent not only on the algorithms, but also on their implementation and hardware. It is 

necessary to note that the reviewed papers mostly report early results of their prototypes R&D stage 

when many relevant design and practical implementation details are yet to be considered. However, 

neglecting power consumption estimates can be regarded as a definite drawback, as it can cause 

severe implications and constraints in the later implementation stages. 

In recent years, various libraries (e.g. QNNPACK3) and low-cost hardware solutions (e.g. 

Coral.ai4 (~2 Watts), Intel Movidius5 (~1 Watt)) were proposed for facilitating the use of modern 

computer vision algorithms (e.g. deep neural network-based object detection) on low power mobile 

devices. Hence, additional 1-2 Watts can be regarded as estimated power consumption increase for 

hardware-accelerated computer vision algorithm implementations. 

Evaluation of the proposed solutions 

Evaluation of the proposed solutions was identified as a weak point in many of the proposed 

solutions. When evaluating technical feasibility and performance, lack of using standard computer 

vision benchmark datasets was observed. Relatively small datasets, collected by the project teams 

were utilized, making it impossible to compare the performance between various solutions. It may 

have been caused by the lack of open computer vision datasets tailored to developing solutions for 

the VI. Generic benchmark datasets, such as ImageNet (Deng et al., 2009)  (classification) and COCO 

(Lin et al., 2014) (object detection) could potentially be used to some extent. However, these 

datasets lack objects of vital importance to the VI, for example corridors, stairs, elevators. A 

collaborative effort for creating a high-quality benchmark dataset for developing and evaluating 

computer vision solutions for the VI is required.  

User-based evaluation presents a common challenge in the academic community. Only six 

out of 15 included papers had some user evaluation present, many limited in scope. The involvement 

of VI individuals to research projects is challenging and often suffer from selection bias. Moreover, 

                                                           

3 Web link https://engineering.fb.com/ml-applications/qnnpack/ 

4 Web link https://coral.ai 

5 Web link https://www.movidius.com 
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lack of standardized evaluation methods and potential reporting bias limit the representativity of 

these experiments. 

Among the reviewed papers, we did not find any ETA related R&D prototypes thoroughly 

tested in a representative sample of blind users. Thus, it may be reasonable to assume that most of 

the published research papers report results of early development stages, when prototypes are not 

yet ready for the full-scale testing. Instead, some researchers report limited-scope testing of their 

prototypes’ functionality without organizing time-consuming large-scale population surveys. Such 

surveys in many cases are more economically and technically feasible for the commercially available 

releases (beta versions), when users’ feedback helps to improve the characteristics of the final 

product. Performing end-user evaluation too late in the development process brings a risk of 

disconnection from the actual user needs. Prototypes optimised and tested in the lab often fail to 

deliver the same performance in real-life settings. Publications also show that some prototypes are 

tested by the researchers developing the solutions (for example blindfolded) without consulting VI 

users. Such tests are likely to overestimate the performance comparing to end-user testing. Besides, 

the review highlighted a narrow-scope testing problem, when performance of a specific feature is 

reported without consideration of the integral functionality and performance of the system.  

The primary focus of our systematic review is on new and ongoing technological 

developments and trends, which in most cases are still in the process of being developed or made, 

they are not necessarily fully implemented systems at this point. Therefore, it is an inescapable fact 

that in most of the selected R&D cases, full testing of research prototypes, which are still in the 

process of development, is not feasible. Of course, if the current R&D stage results in successful 

implementation, full demographic testing will be undertaken. Nevertheless, knowledge of such 

ongoing technological developments is highly valuable for other researchers; it helps to direct their 

research efforts and estimate future implications. Therefore, the main inclusion criteria do not 

restrict the selection to only fully implemented ETA systems that have been tested with 

representative demographic samples of BVI persons. However, we emphasize that even in the early 

development stages, researchers should undertake thorough end-user evaluations and testing of 

prototypes. In addition to previously mentioned advantages, such undertakings also save time and 

effort in the final development stages. 

While user testing was weakly represented in the included papers, good examples of 

including  more than five VI individuals in the evaluation process exist in literature (Ahmetovic et al., 

2011; Fusco & Coughlan, 2018; Manduchi, 2012; Neat et al., 2019). Many publications report 

evaluation based on two-three subjects (Fusco et al., 2014; Ivanchenko et al., 2008; Manduchi et al., 

2010; Schauerte et al., 2012; Shen & Coughlan, 2012). Due to the limited length of covered 

publication period and selection of research databases, the aforementioned publications were not 

included in this review and are only used to discuss our findings. Naturally we noticed more 

publications reporting user testing originating from accessibility, human factors, human-computer 

interfaces-oriented publication channels. Technology-focused publishers put more emphasis on 

technology advances and push user evaluation to the second plan. Paper inclusion criteria made this 

review to favour technology- over usability-oriented publications, making sufficient technical details 

essential to evaluate the proposed solutions. Naturally, publications mostly focused on user 

experiments received less attention. Even though the trends identified in this review may be 

influenced by the choice of research databases and paper inclusion criteria, they communicate an 



Acc
ep

ted
 M

an
us

cri
pt

 

important finding – involvement of end-users in testing assistive technology is insufficient and should 

be improved, especially in technology-oriented publications.   

Safety and reliability of the developed ETA prototypes is of vital importance for the well-

being of the VI users. It is essential to take safety and reliability concerns into consideration from the 

initial stages of the research project. Therefore, researchers and developers should take 

methodological approaches more common to medical field, such as literature reviews, surveys, 

evaluations, performance and user testing, into account. For instance, PRISMA systematic review 

method, employed in this paper, serves well in medical research and also in other domains to obtain 

a representative overview of the latest achievements in the field (Moher et al., 2009). In addition, 

standardized testing and evaluation of user experience is advisable as an integral part of 

development and implementation phases. It enables performance comparison of various prototypes 

using common standards.  

Compliance with user needs and experiences  

The results of our systematic review find relatively strong interest of academic community in 

addressing the needs of VI individuals through smartphone-based ETAs. However, our analysis shows 

that academic initiatives are often disconnected from the needs of end users. For instance, it is 

noteworthy to observe that the majority of VI experts have chosen “finding room by number” as the 

most critical problem in indoor navigation (Table 4), but this task has not even been mentioned as 

important in most of the selected publications. The importance of some criteria was highly 

underestimated, and others were overestimated in the reviewed articles (Figure 3 and Figure 4).  

Some mismatches between the foci of users and academic community may be explained by 

the specialized nature of the prototypes. Even though the participants in the survey clearly indicated 

the need for a convenient, all-in-one solution for navigating both indoors and outdoors, researchers 

tended to separate these environments. This, however, may not be surprising: from a technical point 

of view, outdoor and indoor environments are rather different, requiring a different set of 

techniques to provide the necessary functionality. This is also visible in the two almost non-

overlapping sets of problems the VI encounter while navigating outdoors (Table 3) and indoors (Table 

4) as identified by expert users. 

While evaluating the selected articles and their corresponding prototypes, we noticed 

several limitations. For instance, some authors do not perform validity and robustness testing of the 

proposed prototypes in various outdoor and indoor conditions or do not elaborate on the details of 

their testing results. Prototypes are often tested in lab conditions without involving actual users. 

Moreover, the majority of the papers did not address navigation, object-recognition, and obstacle-

detection problems in various realistic conditions (e.g., bad weather or lack of illumination). 

Limitations  

The results reported in this systematic review should be interpreted keeping the following limitations 

in mind.  
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This review is relatively restricted in scope. It fails to provide a comprehensive overview of 

the ETAs developed for VI persons. Instead, it analyses a rather specific subset of articles 

representing smartphone-centred, computer vision-based tools for the blind. These inclusion criteria 

rendered many of the publications identified in the search irrelevant. Some publications that 

selected computational platforms other than the smartphone in the reported prototypical 

implementations may have been discarded even though they may have the potential for becoming 

smartphone-centric in their more mature project stages.  

The search for publications was performed in three major research databases (Pubmed, IEEE 

Xplore, and ACM DL) using a limited set of keywords and limiting publication dates (1 January 2013 – 

5 May 2018). The choice of databases and search keywords may have left some important 

publications out of this review. Only publications in English were included.  

Some of the methodological limitations were inherited from PRISMA statement that was 

used to structure the review process. PRISMA was developed for medicine and health sciences and is 

adopted in other fields to a limited extent. Medical terminology and lack of guidance for performing 

the review may have limited its adoption in other fields (Haddaway et al., 2018). Publication search 

process in PRISMA counts on reproducible queries in major research databases, potentially missing 

publication channels that are not indexed there. While selectively including publication channels 

could be an option, it is difficult to produce an exhaustive list of journals, relevant for a specific field. 

Manual selection of publication channels increases subjectivity and reduces transparency of the 

paper search.   

Paper inclusion process is based on strict criteria that are defined beforehand and may be 

limited to rather specific questions. Critical attitude towards this approach was expressed by 

Haddaway et al., pointing out that these criteria minimize selection bias, rather than limitations to 

validity (Haddaway et al., 2018). Publications meeting the inclusion criteria do not necessarily 

represent the top-rated papers in the field. Instead, they meet formal requirements defined by the 

authors aiming to answer study-specific questions. This approach has its pros and cons and its 

acceptance may vary depending on the discipline. While formalized paper inclusion is transparent 

and reproducible, important publications may be discarded due to minor discrepancies. To be able to 

compare various ETA solutions in this review, inclusion criteria put emphasis on the presence of 

technical description in the manuscripts. Naturally, papers mostly focusing on user testing and 

lacking technical details may have been left out. Findings of this review have to be considered having 

inclusion and exclusion criteria in mind.  

Our expert-user survey has its own weaknesses. Small sample size and a predominance of 

participants residing in the EU region introduce biases and limit the representativeness of the 

findings. Predominance of EU residents in the survey may come as a contradiction to the fact that 

the majority of VI individuals live in low-income developing countries (Bourne et al., 2017). 

Underrepresentation of low-income countries in the survey hints a limited adoption of advanced 

ETAs by the residents in these regions due to availability, economic and other factors. This survey 

aimed to highlight trends and identify user-defined evaluation criteria for ETA solutions, rather than 

provide statistically significant findings. Therefore, the distribution of participants is skewed towards 

active ETA user naturally living in higher income countries.  
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Table 1. Summary of the findings 

Publication 

ID 

Purpose/functionality Step in wayfinding process 

(Golledge et al., 1996) 

Input/output Data 

processing 

Evaluation 

(Tapu, 

Mocanu, 

Bursuc, et 

al., 2013) 

Indoor/outdoor object detection, 

recognition, and avoidance 

Representing current location Video/? Local Video/image -

based 

(Ko & Kim, 

2017) 

Indoor navigation Representing current location 

and progressing on a target route 

Video + motion 

sensors/audio 

Local Video/image- 

and user-based  

(Rituerto et 

al., 2016) 

Indoor navigation Representing current location 

and progressing on a target route 

Video + environment 

map + motion 

sensors/audio 

Remote User-based 

(Ko, 2013) Indoor navigation Representing current location 

and progressing on a target route 

Video + motion 

sensors/audio 

Local User-based 

(Garcia & 

Nahapetian, 

2015) 

Indoor object detection, 

recognition, avoidance, and 

navigation 

Representing current location 

and progressing on a target route 

Video/audio Local Video/image -

based 

(Elloumi et 

al., 2013) 

Indoor object detection, 

recognition, and avoidance 

Representing current location Video/? Local Proof-of-

concept 

(Tapu et al., 

2017) 

Outdoor object detection, 

recognition, and avoidance 

Representing current location Video/audio Remote Video/image-

based 

(Zheng & 

Weng, 

2016) 

Indoor object detection, 

recognition, avoidance, and 

navigation 

Representing current location 

and progressing on a target route 

Video/audio Local Video/image- 

and user-based 

(Li et al., 

2017) 

Indoor object detection, 

recognition, avoidance, and 

navigation 

Representing current location 

and progressing on a target route 

Video, images, geo 

data/? 

Local/ 

remote 

Video/image -

based 

(Bai et al., 

2017) 

Indoor/outdoor object detection, 

recognition, avoidance, and 

navigation 

Representing current location 

and progressing on a target route 

Video and audio/audio Remote Video/image-  

and user-based 
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Question marks in the table indicate than a certain criterion was not explicitly mentioned in the selected publication

(Mocanu et 

al., 2016) 

Indoor/outdoor object detection, 

recognition, and avoidance 

Representing current location Video + ultrasonic 

sensors/audio 

Local Video/image 

and user-based  

(Tapu, 

Mocanu, & 

Zaharia, 

2013) 

Indoor/outdoor object detection, 

recognition, and avoidance 

Representing current location Video/? Local Video/image -

based 

(Bułat & 

Głowacz, 

2016) 

Indoor/outdoor object detection, 

recognition, and avoidance 

Representing current location Video/audio Local Video/image -

based 

(Dasila et 

al., 2017) 

Indoor/outdoor object detection, 

recognition, and avoidance 

Representing current location Video, images/audio, 

binaural special sound 

Remote Proof-of-

concept 

(Sharma et 

al., 2016) 

Indoor/outdoor object detection, 

recognition, and avoidance 

Representing current location Video/audio Remote Lab-based 
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Table 2.  Semi-structured survey: demographic profile of the survey participants. 

Variable Value Ratio of Respondents, % 

Age (years) < 20 4% 

20 - 25 20% 

25 - 30 28% 

30 - 35 12% 

35 - 40 16% 

40 - 45 4% 

45 - 50 4% 

50 - 55 0% 

55 - 60 8% 

> 60 4% 

Professional work experience 

(years) 

None 8% 

<5 44% 

5 - 10 16% 

10 - 20 20% 

>20 12% 

Resident in Big city (>100000) 88% 

Town (<100000) 12% 

Education Primary 8% 

Secondary 32% 

University/College 60% 

Employment Fully employed 52% 

Partially employed 20% 

Unemployed 28% 

Region of residence EU 88% 

USA 8% 

India 4% 

Marital status Married 24% 

Single 64% 

Divorced/Widowed 12% 

Yearly Income (€) <6000 28% 

6000 - 12000 40% 

12000 - 24000 24% 

>24000 8% 
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Table 3. A sorted list of the criteria defined by the participants in the expert survey answering the 

question “Please, list up to 5 biggest problems (in diminishing order) you experience when 

orientating/navigating outdoors?”. Here ni indicates the number of respondents who picked each 

criterion. 

Rank 

Experts’ criteria: 

problems navigating outdoors ni Meani 

Sum of 

importance 

scores 

Weighting 

rate (𝑾𝒊) 

1 Pedestrian crossings 13 3.38 44 0.2466 

2 Knowing what is nearby, above, etc. 10 4.00 40 0.2038 

3 

Snow, ice, rain, and other bad weather 

conditions 10 3.60 36 0.1651 

4 Traffic lights 9 3.22 29 0.1071 

5 Finding the safest route (traffic, etc.) 7 3.86 27 0.0929 

6 

Finding objects (e.g., shops, hotels, 

WC, etc.) 8 3.13 25 0.0796 

7 

Lack of certain landmarks (such as pav

ement edges, etc.) 5 4.20 21 0.0562 

8 Finding bus or other stops 5 3.20 16 0.0326 

9 

Accurate distance/time to a selected 

location 4 3.00 12 0.0183 

10 

Unexpected obstacles on the passages, 

etc. 5 2.40 12 0.0183 
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Table 4. A sorted list of the criteria defined by the participants in the expert survey answering the 

question “Please list up to 5 biggest problems (in diminishing order) you experience when 

orientating/navigating indoors (e.g. public places, at home, etc.)”. Here ni indicates the number of 

respondents who picked each criterion. 

Rank 

Experts’ criteria:  

problems navigating indoors ni Meani 

Sum of 

importance 

scores 

Weighting rate 

(𝑾𝒊) 

1 Finding room by number 15 4.07 61 0.642 

2 Finding elevator 6 3.67 22 0.083 

3 Reading numbers in the bank 5 3.60 18 0.056 

4 Finding stairs 6 3.00 18 0.056 

5 Recognising objects 3 4.67 14 0.034 

6 Finding entrances 5 2.60 13 0.029 

7 Detecting obstacles 4 3.25 13 0.029 

8 Finding exits 6 1.83 11 0.021 

9 Identifying steps and trip hazards 2 5.00 10 0.017 

10 Navigating in large open spaces 2 4.50 9 0.014 
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Figure 1.  PRISMA flow diagram. 

 

 

  



Acc
ep

ted
 M

an
us

cri
pt

 

 

Figure 2.  Evaluation of how well articles and associated prototypes address expert-defined criteria 

for outdoor and indoor ETA solutions (black and grey columns, respectively). 
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Figure 3.  The importance (%) of the outdoor criteria (vertical numbers 1–10 indicate criteria) as 

estimated by the experts (blue columns) and researchers (orange columns). Differences (%) between 

the two estimates are represented by grey columns. Numbers along the columns indicate the 

importance of the corresponding estimates in %. 
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Figure 4.  The importance (%) of the indoor criteria (vertical numbers 1–10 indicate criteria) as 

estimated by the experts (blue columns) and researchers (orange columns). The differences (%) 

between the two estimates are represented by the grey columns. Numbers along the columns 

indicate the importance of the corresponding estimates in %. 
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