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Ozetce —Finans piyasalarinda algoritmalarm karh sonuclar
verecegi kuramsal diizeyde tartisthr olsa da, islem yoniinii
ve zamanim tahmin etmeye yonelik yazihm uygulamalarimin
kullanildiklarim1 biliyoruz. Bu calismada, ABD hisse senedi
piyasalarinda islem goren senet fiyatlarmin hareket yonlerini tah-
min etmekte yapay 6grenme yontemlerinin faydalari incelenmek-
tedir. Bu maksatla, finans piyasalarindaki teknik analizde fayda
sagladig1 bilinen 6znitelikler tiiretilmekte, denetimli 6grenmedeki
cesitli tekniklerin etkinligi arastirilmaktadir. Son olarak, son
yillarda popiiler olan ‘“derin 6grenme” tekniklerine érnek olan
Yigilmis Oto-Kodlayicr’’nin problemin ¢oziimiinde kayda deger
tahmin giicii sagladig1 sunulmustur.

Anahtar Kelimeler—Yapay Ogrenme, Derin Ogrenme, Finans

Abstract—We know algorithms for predicting price movement
direction and time are in practical use, despite being disputed
at a theoretical level. In this study, we analyze the benefits
of various machine learning algorithms to the price movement
direction prediction problem, on selected stocks from the U.S.
stock markets. To this end, we generate an array of features
known to be beneficial in technical analysis of securities, and show
the efficacy of several supervised learning methods. Lastly, we
demonstrate that Stacked Denoising Auto-Encoders, an example
of ‘“‘deep learning” that has grown popular in recent years, yields
significant prediction power.

Index Terms—Machine Learning, Deep Learning, Finance

I. GIRIS
Finansal piyasalarda islem goren varliklarin fiyatlar
tistinde tahmin yapmanin, yeterince gelismigs “etkin

pazarlarda” imkansiz oldugu Fama [1] tarafindan tarihi
makalesinde gosterilmistir. Ancak c¢ofu finansal piyasanin,
Fama’'nin Etkin Piyasa Hipotezi’nde (Efficient Market
Hypothesis) bildirdigi, tiim paydaslarin bilgiye esit ve anlik
ulagabildigi piyasalar olmadiklarim1 biliyoruz. Bu sebeple
ozellikle geligsmis pazarlarda, hizli akan anlik bilgiye ¢ok
hizli kararla cevap verebilen algoritmalarin finansal kuruluglar
tarafindan kullanilmakta olduklarimi agik kaynaklardan teyit
edebiliyoruz.

Diger taraftan, gerek problemin pratik uygulamadaki fay-
dalari; gerekse dogal olarak ortaya cikan, dogrusal olmayan,
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karmagik bir zaman-serisi verisi olmasi; problemi yapay
O0grenme arastirmacilar1 acisindan da ilgi ¢ekici kilmigtir.

Konuyla ilgili erken aragtirmalar, daha cok Destek Vektor
Makineleri ve Yapay Sinir Aglarmin genelde regresyon sek-
linde ifade edilen probleme uyarlanmasina yogunlagmustir.

Yaptiklar1 derleme c¢aligsmasinda, hisse endeksi tahmini
caligmalar1 Krollner v.d. [2] tarafindan detaylica incelenmistir.
Bu calismada, hisse endeksi fiyatlarii tahminlemede hakim
yontemin yapay sinir aglar1 olduguna, calismalarin ¢ogunun
basar1 bildirdigine dikkat cekilmistir. Ayrica incelenen calig-
malarin ¢ogunda modele girdi olarak bu caligmada da kul-
lanilan gecikmeli fiyat gostergelerinin kullanildig1 gosterilmek-
tedir.

Calismalarda bagimli degisken; sonraki giiniin fiyatinin
daha yiiksek olup olmayacagina bakan bir ikili oldugu
gibi, dogrudan fiyat regresyonu olarak da formiile edilmistir.
Literatiirde, bu calismada kullanilan tanimiyla bir “sinyal”
degiskeninin tanimina rastlanmamustir.

Son yillarda “derin 6grenme” cati ismi altinda popiiler-
lesen derin mimarili yapay sinir aglarinin problem {istiindeki
etkisi de arastirilacaktir. Derin 6grenme tekniklerinin zaman-
serisi verilerde uygulanmasi son yillarin ilgi géren alanlarindan
biridir. Bu konuda mevcut uygulamalarin bir 6zeti Langkvist
v.d. [3] tarafindan verilmistir. Bu uygulama alaninda 6nemli bir
ornek olarak Derin Inan¢ Aglari’n1 zaman serisine uygulayan
Kuremoto v.d. [4] verilebilir.

Derin 6grenme tekniklerinin finansal zaman-serisi veride
uygulamalar1 hakkinda, c¢ok yakin zamanda yayinlanmig
aragtirmalar vardir. Yoshihara v.d. [5], Ozyineli Sinirsel Aglar
ve Kisithh Boltzmann Makineleri ile Japon piyasalarinda trend
tahmini yapabildiklerini gostermiglerdir. Benzer sekilde Zhu,
Yin ve Li, [6] Derin Inan¢ Aglari ile S&P 500 iistiinde bir
islem stratejisi gelistirdiklerini bildirmislerdir.

Bu calismanin II. Boliimiinde veri seti, kullanilan 6znite-
likler ve tamimlanan bagimli degisken tanitilacaktir. III.
Bolim’de deneysel ¢aligsmalarda kullanilan modellerin detay-
lar1 ve deneylerin sonuglari paylasilacaktir. Son olarak IV.
Boliim’de vargilar ve calismanin sonraki adimlart verilmisgtir.



Tablo I: incelenen Hisse Senetleri

Hisse Kodu | Firma Ismi
AAPL Apple
GOOG Google
INTC Intel

MSFT Microsoft
YHOO Yahoo

Tablo II: Kullanilan Gostergeler

Gosterge Kodu Acikl

SMA10-P 10 giinliik basit hareketli ortalama ile son kapanig farki
fiyat1

EMAI10-P 10 gunlik istel agirlikli hareketli ortalama ile son
kapanis fiyati farki

SMA20-P 20 giinliik SMA10-P

EMA20-P 20 giinlik EMA10-P

SMA30-P 30 giinlik SMA10-P

EMA30-P 30 giinliik EMA10-P

BBANDS-PCT Bollinger bantlari, bir hareketli ortalama {istii ve altina
hareketli standart sapmanin belli bir kat1 kadar uzak-
Iikta ¢izilmis ¢izgilere gore son kapanig fiyatinin yiizde
olarak durumudur

MACD Hareketli Ortalama Yakinsama-Iraksama (Moving Av-
erage Convergence Divergence), 26 giinliik iistel agir-
Iikli hareketli ortalamanin 12 giinliik iistel agirhikli
hareketli ortalamadan ¢ikarilmasiyla bulunur.

MACD-SIGNAL | MACD gostergesinin, kendisinin 9 giinliik hareketli
ortalamasindan ¢ikarilmasiyla bulunur

1. VERI SETI
A. Verinin Toplanmasi

Calismaya konu veriler Yahoo! Finance! portalinin sun-
dugu uygulama arayiiziinden Matplotlib kiitiiphanesi [7]
araciligiyla diizeltilmis olarak alinmigtir. Calismaya konu
hisse senetleri ABD hisse senedi piyasast NASDAQ’ta islem
goren, teknoloji sektoriinde faaliyet gosteren firmalar arasindan
secilmigtir ve bu firmalar Tablo I'de gosterilmektedir. Ham
veri olarak, bu hisse senetlerinin her birinin giinliik acilis, en
yiiksek, en diisiik, ve kapanis (open, high, low, close) fiyatlari
ile iglem hacmi verisi kullanilmigtir. Siire zarfi olarak 1 Ocak
2010 ile 30 Haziran 2014 tarihleri aras1 alinmistir.

Kaynaktan cekilen fiyat ve hacim verileri iizerinden fi-
nansal varliklarin “teknik (nicel) analizinde” siklikla yarar-
lanilan gecikmeli fiyat gostergeleri (indicator) tiiretilmistir.
Ogrenme icin yalnizca bu gostergeler ve standardize edilmis
hacim verisi kullanilmigtir. Kullanilan 6l¢iitler ve anlamlari,
Tablo II’de sunulmugtur.

Finansal zaman serilerinin dogas1 geregi, belli bir zamana
dek egitilen modelin o zamanin sonrasinda yiiksek performans
vermesi gerektigi aciktir. Bu sebeple test seti ayrilirken, 1 Ocak
2010 ile 30 Haziran 2013 tarihleri arasi giinler egitim, kalan
bir yillik siire zarfi ise test seti olarak ayrilmigtir.

B. Bagimli Degisken

Tahmin edilen “sinyal” degigkeni tamimlanmadan Once,
birka¢ basit tamimin verilmesine ihtiya¢ vardir. Finansal
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piyasalarda iglem goren varliklar iizerinde, insan girdisi ol-
madan iglem yapacak algoritmalarin da birka¢ “ayar parame-
tresi” bulunmaktadir. Bunlardan baglicalari, kar al (take-profit)
ve zarar durdur (stop-loss) seviyeleridir. Birer fiyat noktasi
olan bu parametrelerle, bir varlikta alim iglemi yapildiktan
sonra fiyat yiikseliyorsa hangi noktada satilarak karin ali-
nacagina, ya da zarar ediliyorsa hangi noktada satilarak zararin
durdurulacagina karar verilmektedir.

Belli bir fiyat seviyesinde islem yapildiktan sonra, kar al
ve zarar durdur seviyelerine risk-odiil orani ile karar verilir.
k islemi icin satin alma fiyatinin Py, zarar-durdur seviyesinin
S Ly, kar-al seviyesinin T' P}, olarak belirlendigini diisiinelim.
Risk-6diil oram1 RR’nin hesaplanmasi (1)’de gosterilmisgtir.

P, — SLy,

RR), = —& 27k
T TP, — P,

ey

Son olarak, hisse senetlerinin fiyatlar1 birbirlerinden ayr
Olceklerde gerceklesmektedir. Bu sebeple zarar-durdur se-
viyesinin hesaplanmasinda mutlak degerler yerine uy = (Pj, —
SLy)/ Py olarak tamml bir oran kullaniyoruz. Bu durumda,
tahmin edilecek olan “sinyal” S;(r, u) asagidaki sekilde hesa-
planmaktadir.

1 t zamaninda acilan,r risk-6diil oranl ve
u zarar-durdur seviyeli pozisyon kar edecektir
0 diger halde

Se(r,u) =

2

Boylelikle, kurulan yapay Ogrenme modeli sinyalin 1
oldugunu tahmin ettigi durumlarda *al’, 0 durumlarinda ’alma’
tavsiyesi veriyor da denebilir.

Boyle bir bagimhi degigsken kullanmanin baglica iki avan-
taj vardir. Oncelikle problem ikili simflandirma problem-
ine indirgenerek ¢oziimii kolaylastirilmaktadir. Diger taraftan,
deneylerle elde edilecek algoritmanin bagarisina dair icgiidiisel
bir 6lciit sunulmaktadir. Ornegin, tahmin modelinin test verisi
tizerinde verdigi kesinlik (precision), model kullanilirsa yapila-
cak iglemlerden ne kadarinin kar edecegini vermektedir.

Calismada, risk-0diil oranlari olarak 1:3 ve 1:4, v orani icin
ise 0.05 kullanilmigtir.

III. DENEYSEL CALISMALAR
A. Swimiflandirma Yaklasimi

Calismada siniflandirma modeli olarak ii¢ klasik modelden
faydalanilmigtir: Destek Vektor Makineleri, Rassal Ormanlar
ve Cok Katmanl Algilayict.

Destek Vektor Makineleri, [8] iki sinifa ait 6rnekleri
aywran maksimum marjli diizlemi bir optimizasyon problemi
olarak formiile eden bir yapay 6grenme modelidir. Ornekler,
model vasitastyla ¢cok boyutlu bir uzaya yansitilirlar. Bu iglem
dogrusal bir ¢ekirdekle yapilabilecegi gibi, radyal baz fonksiy-
onu (RBF) vasitasiyla da yapilabilir.

Daha once de belirtildigi gibi, gerek regresyon gerek
siiflandirma tiirii finansal tahmin problemlerinde DVM sik-
likla bagvurulan bir yontem olmusgtur.



Bu calismada, DVM modeli RBF tiireviyle kullanilacak-
tir. Algoritmanin kararli uygulamalar igin Scikit-Learn [9]
kiitiiphanesinden faydalanilmigtir. Cekirdek fonksiyonu hari¢
diger parametreler sabit birakilmigtir.

Rassal Ormanlar, Breiman [10] tarafindan tanitilmig ve
kendisini olugturan karar agaclarmnin her bir dallanmasinda
ozniteliklerin ve egitim verilerinin rassal bir altkiimesini kul-
lanan topluluk (ensemble) modelleridir. Gerek siniflandirict
(karar agaci) sayisinin bilyiikliigii, gerekse rassal altkiimel-
erle yapilan egitim, 6grenilen modelin kolayca genellesmesini
saglamaktadir.

Calismada Rassal Ormanlar 100 smiflandirict ile kul-
lamilmigtir. Deneyler i¢in Scikit-Learn kiitiiphanesinin Rassal
Orman Siniflayicisi kullanilmis olup, siniflandirict sayist harig
parametreler sabit birakilmigtir.

Cok Katmanh Algilayic1 (CKA, Multi-layer Perceptron),
en temel ve siklikla kullanilan yapay sinir agi modellerinden
biridir. Bir ya da daha fazla sakli katmani olan bu sinir agi
modelinde orta katmanlar dogrusal olmayan bir aktivasyon
fonksiyonu (6rn. sigmoid) ile kurulur. Model, geriye dogru
yayma (backpropagation) algoritmasi ile 6grenilir.

Bu ¢aligmada kullanilan CKA’da tek sakli katmanda 100
birim kullanmilmig ve model Stokastik Egim Inis ile 6gre-
nilmisgtir.

Derin Ogrenme, ozellikle Hinton v.d’nin [11] 2006’da
yayinlanan bildirisiyle hizla ivme kazanan; imge ve dogal dil
isleme gibi alanlarda faydalar gosterilmis bir yapay 6grenme
aragtirma alanidir. Kokleri LeCun v.d.’nin [12] Evrigimsel Ya-
pay Sinir Aglarma (Convolutional Neural Network), dayanan
aragtirmalar, Hinton v.d.’nin yapay sinir agmin ilk katman-
larmin denetimsiz olarak egitilmesi fikriyle yiliksek bagsarim
vermeye baglamistir.

Hinton v.d.’nin algoritmasi, yaygin bilinen ismiyle Derin
Inang Aglar1 (Deep Belief Networks), veriyi ilk katmanlarda
bir Kisitl Boltzmann Makinesi ile kodlayarak sonraki katmana
aktarmaktadir. Modelden denetimli 6grenme ¢iktis1 alinmak
istendiginde ise, son katmanda geleneksel yapay sinir aglarinda
oldugu gibi Lojistik Regresyon gibi bir dogrusal siniflayici ile
cikti verilmektedir.

Model ogrenilirken ise, ilk olarak denetimsiz katmanlar
ilk katmandan baglayarak ileriye dogru egitilmektedir. Her
katman, kendisinden bir 6nceki katmanin aktivasyon ¢iktilarini
alarak ogrenilmektedir. Son safhada ise, denetimli katman
istiinden geriye dogru bir “ince ayar”la model parametreler-
ine son halleri verilmektedir. Arastirmacilar, bu 6n-6grenme
sathasi ile insan Ogrenmesi arasinda paralellik kurmaktadir.
Ayn1 zamanda bu 6n-6grenme sayesinde 6grenmenin daha hizli
yakinsadig1 ve daha yiiksek basarim elde edildigi gosterilmistir.

Son olarak, Bengio v.d. [13] Hinton’un yaklagimin-
daki Kisitli Boltzmann Makinelerini (KBM), Giiriiltii Gider-
meli Oto-Kodlayict (Denoising Auto-Encoder) ile degistirerek
Yigilmig Oto-Kodlayict (YOK, Stacked Auto-Encoder) mod-
elini onermislerdir. Calismada YOK modelinin MNIST veri
seti iistiinde Derin Inan¢ Aglarina cok benzer sonuglar verdigi
gosterilmis, ve KBM yerine oto-kodlayici kullanarak model
girdileri reel-degerli ve kisitsiz de8erlere genellenmistir.

Bu ¢alismada, Derin Ogrenme yontemlerinin finansal veri
setleri iizerinde fayda sagladifi gosterilirken, girdi olarak
kullanilan gecikmeli fiyat gostergeleri kisitsiz reel degerler
oldugundan YOK modeli kullanilmigtir. Modelin 6grenilmesi
icin dort oto-kodlayici katmanli bir mimari tercih edilmis,
aktivasyon fonksiyonlari icin sigmoid secilmigtir. Her bir oto-
kodlayici katmaninda (sakli katman), 100 birim (noron) kul-
lanilmigtir. Mimarinin yazilim uygulamasi i¢cin Palm’dan [14]
faydalanilmistir.

B. Deney ve Sonucglar

Calismada yukarida listelenen dort algoritma standardize
edilmis oznitelikler iizerinde caligtirilmig ve her veri seti icin
1:3 ve 1:4 risk-6diil oranlar1 kullanilmugtr.

Calisma sonuclar1 “kesinlik” (precision) degeri ve Fl1
degeri ile olctilmektedir. Kesinlik, egitilmis modelin tahmin
ettifi pozitif degerler arasindan ne kadarinin gercek pozitif
(St(u,r) = 1) oldugunu niceleyen bir 6l¢iidiir.

Problem baglaminda ise kesinligin 6zel bir yorumu vardir.
Kesinlik yoluyla, modelin pozitif tahminde bulundugu her
ornek icin alim yapildig1 takdirde, bu alimlarin ne kadarinin
karla sonuglanacagi anlasilmaktadir. Kesinlik degerinin yo-
rumlanmasinda, risk-6diill oraninin da 6nemi vardir. Ornegin
1:3 risk-odiil oranli bir “sinyal” ile iglem yapiliyorsa, yapilan
dort alimin bir tanesinin dahi karli kapanmasi yeterli ola-
cagindan 0.25 kesinligin iistiindeki modellerin karli sonug
verecegi tahmin edilebilir. Bu calismada 1:3 ve 1:4 oranlart
kullanildigindan sirastyla 0.25 ve 0.20°den yiiksek kesinligin
basarili sonuclar oldugu soylenebilir.

Diger taraftan, islem algoritmasindan beklenen tek bagari
kriteri yapilan iglemlerin karli olmas1 kadar, kar firsatlarinin
onemli kisminin degerlendirilmesidir. Problem baglaminda bu,
gercek pozitiflerin ne kadarinin tahmin edilebildigini niceleyen
“cagr” (recall) oOlciisiiyle verilebilir. Caligmada, bir mod-
elin basarisin1 agiklamak igin ¢agri ve kesinlik Olgiitlerinin
harmonik ortalamas1 Fl-degeri (F degeri de denir) de tiim

deneyler i¢in sunulmugtur.

Kesinlik degerinin karsilagtirmalar1 Tablo III’de, F1 deger-
lerinin karsilagtirmalar1 Tablo IV’de goriilebilir.

Deney sonuglarinda birkag nokta goze carpmaktadir. Once-
likle, kesinlik degerleri, tiim algoritma-veri seti ikilileri
icin kayda deger basariya isaret etmektedir. Bir ikili harig¢
tim Orneklerde, model basarisi beklenen kesinlik seviyesin-
den (swrasiyla 0.25 ve 0.2) yiiksektir. Ayrica, Rassal Or-
man siniflayicsinin digerlerinden daha diisiik kesinlik verdigi
goriilmektedir.

Yiiksek kesinligin yam sira, en yiiksek kesinligin DVM ve
YOK modellerinde ortaya ¢iktig1 gozlenmektedir. Beklendigi
gibi, YOK modeli daha “s1§8” bir yapay sinir ag1 olan CKA’dan
daha yiiksek kesinlik saglamaktadir. Ancak bu calismada, bir
derin 6grenme algoritmasi olan YOK’un, finansal varliklarin
fiyat tahmininde halihazirda kullanilmis DVM’den daha yiik-
sek basar1 sagladigina dair kanit bulunamamustir.

F1 degerleri incelendiginde, yine DVM’nin en yiiksek
basarty1 sagladi1 gézlemlenebilir. MSFT veri setinde sinir agt
temelli algoritmalarin yiiksek kesinlik ancak diisiik F1 degeri
vermelerinin sebebi ise, algoritmalarin ¢ok az sayida Ornegi
pozitif olarak tahmin etmesi olarak diisiiniilebilir.



Tablo III: DENEY SONUCLARI: KESINLIK

Simmiflandirma Algoritmasi
DVM RO100 CKA YOK
Risk/Odiil Oram 1:3 1:4 1:3 1:4 1:3 1:4 1:3 1:4
AAPL 0.41 0.40 | 031 0.33 0.35 039 | 040 | 035
INTC 0.51 047 | 045 030 | 040 | 040 | 043 0.42
MSFT 042 | 030 | 032 | 023 0.80 | 0.66 | 0.57 | 0.30
YHOO 0.37 | 021 029 | 020 | 034 | 033 | 033 0.17

Tablo IV: DENEY SONUCLARI: F1 DEGERI

Smiflandirma Algoritmasi
DVM RO100 CKA YOK
Risk/Odiil Oram 1:3 1:4 1:3 1:4 1:3 1:4 1:3 1:4
AAPL 044 | 042 | 0.14 | 0.13 | 041 048 | 041 | 032
INTC 020 | 055 | 020 | 0.10 | 0.38 | 0.31 034 | 0.26
MSFT 0.45 0.35 0.29 0.20 0.07 0.04 0.21 0.11
YHOO 0.37 | 021 022 | 0.15 | 034 | 036 | 034 | 0.24

Tablolarda, kesinlik ve F1 degerleri her bir hisse senedi, algoritma ve risk-6diil orani iigliisii i¢in sunulmustur. Her hisse - risk/odiil oran1 i¢in en yiiksek bagarimli algoritma koyu
renkle isaretlenmistir.

IV. VARGILAR

Calismada, finansal piyasalarda islem goren varliklarin
fiyat hareketlerini tahmin etmede klasik denetimli 6grenme
yontemlerinin  yaninda bir “derin 6grenme” yOnteminin
bagaris1 incelenmistir. Problem baglaminda tiim yontemlerle
bagari elde edilmistir.

Finansal piyasalarda otomatik olarak islem yapacak algorit-
malarin geligtirilmesi i¢in yeni bir bagiml degisken (“sinyal”)
onerilmig, ve bu degisken iistiinde yapilan deneylerde basari
elde edilmistir. Bu olgiitle beraber, kesinlik ve F1 degerleri,
kullanilan yontemin basarisim1 anlamakta hem bilimsel hem
finansal anlamlar ile yorumlanmugtir.

Bir derin ©6grenme algoritmasi olan Yigilmig Oto-
Kodlayicinin, daha si§ mimarideki bir yapay sinir agina
gore daha yiliksek basar1 verdii ve problemin ¢oziimiinde
dogru sonug veren bir alternatif oldugu onerilmektedir. Lit-
eratiirde, benzer problemlerin genelde s1§ sinir aglar1 (6rn.
Cok Katmanl Algilayici) ile ¢oziildigii diistiniiliirse, derin
sinir aglarinin problemin ¢oziimiinde yeni bir aragtirma sahast
olmas1 gerektigi aciktir.

Sonraki adimlar arasinda, derin 6grenme modellerinin daha
farkli konfigiirasyonlarda probleme uygulanarak basarilarinin
incelenmesi sayilabilir. Bagka uygulama alanlarinda zaman ser-
ilerine uygulanmis 6zyineli derin sinirsel mimarilerin probleme
uygulanmasi fayda saglayacaktir.

Diger taraftan, yontemlerin diger finansal varlik siniflarina
ve oOrneklerine uygulanarak yukarida sunulan vargilarin
genellestirilmesi gerekmektedir. Oznitelik uzay1 genisletilerek
daha yiiksek kesinlikli modeller elde edilebilecegi agiktir.
Diger calismalarda goze carpan ve finansal piyasalara dair
haberleri dogal dil isleme ile 6znitelige doniistiiren yontemler
bir alternatif olarak incelenmelidir.
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